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VìLAKRIIS EUROOPA LIIDUS1 

 

Sissejuhatavaid m»tteid aktuaalsetest probleemidest 

 

Kui minevikku tagasi vaadata, siis pole ¿kski aastak¿mme niimoodi majandus-

kriisidest rªsida saanud kui see, mis hiljuti l»ppes. K»ik algas New Economy mulli 

l»hkemisega aastatuhandevahetusel, sellele jªrgnes katastroof subprime v»lakirjade 

sektoris2, mille k»rgpunktiks oli 2008. aasta finantskriis, mis omakorda p»hjustas 

pankade kriisi ja viis praeguse riigiv»la- ja eurokriisini. Ikka ja jªlle olid 

finantsturud need, millest lªhtusid tugevad destruktiivsed j»ujooned. V. Cerra ja S. 

C. Saxena3 uurimused nªitavad, et t»rked reaalmajanduses, mida saadavad 

pººristormid finantssektoris, on eriti arenenud tººstusmaades ¿limalt p¿sivad ja 

visad taanduma. See on avalikus arutelus viinud selleni, et ¿ha suureneva osa 

¿hiskonna jaoks ī kaasa arvatud majandusteadlased ī muutub jªrjest k¿sitavamaks 

Lªªnemaailma majanduss¿steemide efektiivsus. Teooria vabaturu isereguleerivatest 

j»ududest, mida Adam Smith v»rdles 'nªhtamatu kªega', sellega kogu teooriale 

nurgakivi pannes, on osutunud majandusajaloo eksituseks. Turumajandus, mille abil 

loodeti saavutada ¿ldist korda, tasakaalustatust ja stabiilsust, on tegelikkuses 

osutunud ªªrmiselt ebatªiuslikuks s¿steemiks. Teisis»nu: turumajandus on oma 

loomult tasakaalustamatuse s¿steem. Siiski tuleb aga Winston Churchilli tuntud 

¿tlusele toetudes mººnda: turumajandus on k»ige halvem majanduss¿steem, vªlja 

arvatud k»ik ¿lejªªnud. Turust m»istlikumat alternatiivi ei eksisteeri, hªdavajalik on 

aga turu piiride tundmine, et »igeaegselt vªªrarengute vastu v»itlema hakata.  

 

Juba enne ¿leilmset finantskriisi oli arvukate riikide v»lakoorem m»tlemapanevalt 

k»rge. Miljarditesse ulatuvad avalikud kulutused s¿steemi funktsioneerimise 

seisukohalt tªhtsate pankade pªªstmiseks ja konjunktuuri toetamiseks on lasknud 

riigiv»lad kasvada kriitilise piirini, nii et finantsturgudel kardetakse riiklike 

pankrottide ahelreaktsiooni. Majanduskoostºº ja arengu organisatsiooni ehk OECD-

riikide v»lakoorem ulatus 2007. aastal juba 73 %-ni sisemajanduse koguproduktist 

ja kasvab kªesoleval aastal ilmselt veelgi, ¿letades 100 % piiri. USA 

majandusteadlased Kenneth S. ("Kenn") Rogoff ja Carmen M. Reinhard vªidavad 

oma anal¿¿sides4, et juba 90 %-ga ¿letatakse see piir, millest alates riiklikud v»lad 

ªhvardavad majanduskasvu halvata.  

 

Suur riigiv»lg ahendab poliitilist tegutsemisruumi. Mida k»rgemad on v»last 

tulenevad intressimaksed, seda vªhem saab raha suunata kasvu jaoks olulistele 

valdkondadele nagu haridus ja infrastruktuur, seejuures antits¿kliliste 

                                                                 
1 Eesti keelse artikli (mis oli aluseks ka inglise keelse artikli t»lkele) terminoloogiat konsul-

teeris Eesti Panga N»ukogu esimees (1998-2008), Tartu ¦likooli emeriitprofessor Mart S»rg 
2 USA kinnisvarakriis, mis tekkis kinnisvarav»lakirjade aastatepikkuste vªªrhinnangute t»ttu 

Ameerika pankade poolt, millesse l»pptulemusena haarati ka rahvusvahelised pangad. 
3 Cerra, V., Saxena, S. C. Growth. Dynamics: The Myth of Economic Recovery, IMF Working 

Paper, 07.08.2005. 
4 Rogoff, K. S., Reinhard, C. M. Growth in a Time of Debt, American Economic Review, May 

2010, pp. 573 ï 578; edaspidi: needsamad, Dieses Mal ist alles anders, FinanzBuch Verlag, 

Kulmbach, 2010. 



9 

konjunktuurprogrammide rakendamist mitte arvestades. Sel p»hjusel tuleb 

jªrgnevatel aastatel riiklike finantside konsolideerimine t»sta ¿limaks prioriteediks. 

Kui silmas pidada praeguste riigiv»lgade suurust, siis ilmselt »nnestub ainult vªga 

vªhestel riikidel lªhemas tulevikus oma v»lakoormat mªrkimisvªªrselt vªhendada. 

Otsustava tªhtsusega on aga riigiv»la tase langemine, niisiis v»lgade suhe antud riigi 

majanduslikku v»imsusse, st sisemajanduse koguprodukti. Sissetulekute t»stmise ja 

vªljaminekute kªrpimisega saab takistada uute v»lgade v»tmist. Tugevam 

majanduskasv seevastu aga suurendab SKP-d ja seega ka alandab v»lataset SKP 

suhtes. Kuidas nende kolme lªhtekoha puhul raskuspunkte asetada, s»ltub olulisel 

mªªral maksus¿steemidest, kulutuste struktuuridest ning kasvuressurssidest ja 

l»ppkokkuv»ttes ka poliitilistest raamtingimustest. 

 

Riigi sissetulekute suurendamine ï siinkohal m»eldakse eelk»ige makse ï puudutab 

eriti jaotamisproblemaatikat. Siinjuures peavad poliitikud eelk»ige silmas kaudseid 

makse, kuna need kogemustekohaselt pªrast suhteliselt l¿hikest harjumise faasi 

enamike maksumaksjate teadvuses peagi tahaplaanile kaovad ja seega 

tarbimisn»udlust minimaalsel mªªral m»jutavad. Selles m»ttes tuleb kaudsete 

maksude soodsam m»ju majanduskasvule paremini ilmsiks kui see on otseste 

maksude puhul, mis p¿sivalt vªhendavad ettev»tjate kasumit5 ja annavad seega 

p»hjust ettev»tte asukoha muutmiseks. 

 

Otsesed progressiivsed maksud on k¿ll poliitilises m»ttes atraktiivsed, aga 

majanduslikust seisukohast ohtlikud. Teisest k¿ljest rªªgib kaudsete maksude vastu 

nende erakordselt regressiivne m»ju ¿mberjaotamisele. Erandiks on siinkohal 

tubaka-, alkoholi- ja muude s»ltuvusainete aktsiis, mille puhul nihkuvad esiplaanile 

inimeste tervist m»jutavad kaalutlused. Maksude t»stmise k»rval on olemas veel 

v»imalus muuta riiklike ettev»tete omandivormi ja need erastada. Sellist sammu 

v»ib tªiesti kaaluda, kuiv»rd seelªbi riigiv»imu ¿lesannete tªitmine ei halvene, mis 

oleks ¿ldsusele kahjuks.  

 

Ainu¿ksi sissetulekute suurendamisega ei saa siiski v»laprobleeme lahendada. 

Riigid peavad ka oma kulutusi kªrpima. Siin asub eriliste probleemide allikas, kuna 

riiklikes eelarvetes moodustavad sotsiaalkulutused k»ige suurema osa. Seepªrast on 

kokkuhoid selles valdkonnas mººdapªªsmatu, olgu seda siis kui tahes raske lªbi 

viia, silmas pidades nii m»negi ¿hiskonnakihi nªiliselt »igustatud ja kivistunud 

varanduslikku staatust. Miinimum¿lesandeks peaks olema kªrbete tegemine seal, 

kus eesmªrgid, mida ¿mberjaotamise poliitika kªigus tahetakse saavutada, on 

liialdatud ja viinud tasakaalustamata olukorrani nagu nªiteks k»rgemates 

riigiametites, kaasa arvatud parlamendid ja valitsused. Tªielikult tuleks l»petada 

sotsiaaltoetuste maksmine (nt lastetoetus) juhul, kui sissetulek on teatud ¿lempiirist 

suurem, kusjuures see piir v»iks olla paindlik. Samuti tuleks uurida, kuiv»rd on 

ajaga suureks paisunud b¿rokraatiat v»imalik m»istliku mahuni kahandada. 

Sªªstupotentsiaal eksisteerib eelk»ige relvatººstuse valdkonnas. Siiski tuleb t»deda, 

et kriisiriikide suhtes rakendatav range kokkuhoiupoliitika ¿ksi ei kujuta endast veel 

pªªseteed v»laproblemaatikast. S¿gavuti lªbim»tlemata, lausa askeetlikkust taotlev 

                                                                 
5 kui puudub v»imalus veeretada maksut»us nº teiste, st klientide kanda 



10 

sªªstupoliitika pigem teravdab probleeme, kuna selle ªhvardava tagajªrjena v»ib 

majanduskasv pidurduda ja tººpuudus suureneda. 

 

Riigieelarve puudujªªkide k»rval tuleb kriitiliselt anal¿¿sida ka m»nede EL riikide 

maksebilansi jooksevkonto defitsiite. Negatiivsed maksebilansi jooksevkontod 

tªhendavad p»him»tteliselt seda, et nende riikide rahvamajanduses kasutatakse 

teenuseid ja kaupu rohkem, kui neid ise suudetakse toota ning sellev»rra ollakse 

sunnitud vªlismaalt laenu v»tta. Kui laenudega finantseeritavate kaupade ja teenuste 

suurema hulga abil luuakse ja arendatakse vªlja omamaist konkurentsiv»imelist 

tººstust, siis on see igati teretulnud, kuna seelªbi pannakse alus tulevasele 

majanduskasvule. Kui aga tegu on kaupadega, mis teenivad ¿ksnes kohaliku 

elanikkonna tarbimishuve, siis elavad niisugused riigid nii-ºelda ¿le oma j»u. Sel 

viisil t»useb nende riikide kriisitundlikkus ja sunnib neid varem v»i hiljem lªbi 

tegema valulisi kohanemisprotsesse. Siis pole tihti enam v»imalik vahet teha era- ja 

riigiv»lgade vahel, kui pªªstefondide abil s¿steemi funktsioneerimiseks oluliste 

v»lgnike eramajanduslikud kohustused riigiv»laks muutuvad.  

 

Majanduskasv on kolmas lªhtekoht riigiv»la taseme vªhendamiseks. Selleks on 

vajalikud p»hjapanevad struktuurireformid, et jagu saada konkurentsivªhesusest 

Euroopas ja hoida Euroopa Liidu rahvusvaheline konkurentsiv»imelisus 

jªtkusuutlikuna.  

 

Konkreetselt tªhendab see infrastruktuuri vªljaarendamist ja hariduse edendamist, 

eelk»ige niisuguste »ppeainete edendamist nagu matemaatika, informaatika, 

loodusteadused ja tehnika, kuna teaduslikule uurimistººle ja tehnoloogiale 

orienteeritud majandusharudel on mªngida eriline roll. See n»uab k¿ll suurenevaid 

riiklikke kulutusi, niisiis v»etakse suund riigiv»la suurendamisele, seda aga 

kompenseerib edukat majanduskasvu soosiva poliitika puhul veelgi kiirem SKP 

kasv, mist»ttu v»latase kokkuv»ttes isegi langeb.  

 

Euroopa tulevik ei s»ltu mitte ainult finantsturgude6 arengust, otsustav roll on 

mªngida ka tººj»uturgudel. V»lgadest tulenevaid probleeme saab lahendada ainult 

siis, kui »nnestub jagu saada drastiliselt suurenevast tººpuudusest enamikes EL 

liikmesriikides. Eriti puudutab see noorte tººpuuduse ªrevust tekitavalt suurt kasvu. 

Noored on Euroopa tulevik ja fundamentaalne kasvupotentsiaal. Neile tuleb luua 

hariduse ja kvalifikatsiooni andmiseks hªsti lªbim»eldud eesmªrkidega 

kontseptsioonid, et kirjeldatud potentsiaali ªra kasutada. Kui seda ei tehta, siis 

lastakse kªest otsustava tªhtsusega ġansid. Saksa liidukantsleri Angela Merkeli 

Euroopa kohta kªiv juhtm»te ï ĂKui europiirkond, siis laguneb ka Euroopa Liitñ, 

tuleks konkreetsemalt ¿mber s»nastada nii: Kui Euroopa unustab oma noored, siis 

hªªbub ka Euroopa idee. 

 

                                                                 
6 V»rdle siinkohal: Eesti majanduspoliitilised vªitlused ï 18/ Estnische Gesprªche ¿ber 

Wirtschaftspolitik - 18/ Discussions on Estonian Economic Policy ï 18. Berlin, Tallinn: BWV, 

Mattimar, 2010, lk 9. 
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Fiskaalliitu ja selle pªªstefonde tuleb ¿leminekuperioodil pidada Euroopa Liidu 

aktuaalsete probleemide lahendamise tªhtsaks eelduseks. Sellest ¿ksi aga ei piisa. 

Siia peavad lisanduma majanduskasvu agenda ja paindlik tººturupoliitika, mille 

sisuks olgu esmajoones noorte tººpuuduse vªhendamine.7 M»tlema peab seejuures 

keelte »ppimisele liikmesriikides, erialaste kvalifikatsioonide ebab¿rokraatlikule 

tunnustamisele k»ikide kutsealade puhul, kutseomandamisprogrammide 

¿htlustamisele ja samuti Euroopasisestele vahendus- ja vahetusprogrammidele.  

 

Nendele liikmesriikidele, kes v»itlevad v»lgadega ja kellelt madalate reitingute t»ttu 

v»etakse k»rgeid v»laprotsente, meeldib vªga eurov»lakirjade idee, kohati seda isegi 

n»utakse. See on tªiesti arusaadav. Kui enne eurole ¿leminekut juhtis kapitali 

liikumist veel riske arvestav vahetuskursside areng, siis tªnapªeva euroalal 

m»jutavad seda ¿ksnes k»rvalekalded intressides. Kui v»tta kasutusele 

eurov»lakirjad, siis kehtiks riiklikele v»lakirjadele8 ¿htne intress, mis juhinduks 

geuroala riikide keskmisest krediidik»lbulikkusest. Finantsturgude distsiplineeriv 

funktsioon, mis avaldub intressierinevustes vastavalt v»lgniku krediidivªªrsusele, 

langeks ªra. Selle tulemusena tuleks kriisiriikidel maksta tunduvalt madalamaid 

intresse. Kas v»la teenindamisest vabaks jªªvaid vahendeid t»epoolest 

majanduskasvu stimuleerivate meetmete jaoks kasutatakse, pole sugugi kindel. 

Sundus ellu viia riigieelarve konsolideerimiseks vajalikke niigi ebapopulaarseid 

meetmeid pigem kaob. Eurov»lakirjad vabastaksid suurtes v»lgades vaevlevad riigid 

eelarvedistsipliinist kinnipidamise kohustusest ja jªtaksid praktiliselt nende 

minevikus tehtud patud k»ikide kanda. Tunduvalt vªiksemate v»lgadega maadel 

tuleks aga maksta keskmisest k»rgemaid intresse. P»hjustaja printsiip, mille kohaselt 

mingi tegevuse v»i tegematajªtmise t»ttu tekkinud kulud on p»hjustaja kanda, 

muutub seelªbi kehtetuks. Ebasoliidset eelarvepoliitikat ei karistataks enam 

k»rgemate intresside n»udmisega. 

 
Veebruar ï mªrts 2012 

 

Manfred O. E. Hennies  Matti Raudjªrv 
Kiel/Warder,   Tallinn/Pirita-Kose ja Pªrnu, 

Saksamaa    Eesti

                                                                 
7 V»rdle siinkohal: Clement, W. (endine Saksamaa LV majandus- ja tººminister), Ohne die 
Jugend ist Europa verloren, Handelsblatt ï Deutschlands Wirtschafts- und Finanzzeitung, 10.-

11.02.2012, lk.10. 
8 See kehtib vªhemalt nn Blue Bonds kohta 
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SCHULDENKRISE IN DER EUROP ISCHEN UNION 

 

Gedanken zur gegenwªrtigen Problematik 

 

Kein Jahrzehnt in der Vergangenheit ist durch mehr Wirtschaftskrisen 

gekennzeichnet als das abgelaufene. Es begann mit der New-Economy-Blase um die 

Jahrtausendwende, gefolgt vom Subprime-Desaster1, das ¿ber den Hºhepunkt der 

Finanzkrise 2008 zur Banken- und gegenwªrtig zur Staatsschulden- und Eurokrise 

gef¿hrt hat. Immer wieder waren es die Finanzmªrkte, welche ihre destruktive Kraft 

aus¿bten. Untersuchungen von V. Cerra und S. C. Saxena2 zeigen, dass Stºrungen in 

der Realwirtschaft, die mit Turbulenzen im Finanzsektor einhergehen, besonders in 

entwickelten Industrielªndern hochgradig persistent sind. Das hat in den ºffentlichen 

Diskussionen dazu gef¿hrt, dass in immer breiteren Kreisen der Bevºlkerung ï auch 

der Wirtschaftswissenschafter ï die Effizienz westlicher Wirtschaftssysteme 

zunehmend infrage gestellt wird. Die Theorie von den selbstheilenden Krªften freier 

Mªrkte, wozu Adam Smith mit seiner Metapher der 'unsichtbaren Hand' den 

Grundstein legte, hat sich als Irrtum in der Geschichte der ¥konomie herausgestellt. 

Die Marktwirtschaft, mit der man Ordnung, Gleichgewicht und Stabilitªt zu erreicht 

glaubte, ist in Wirklichkeit ein hºchst unvollkommenes System. Mit anderen 

Worten: Sie ist ein nat¿rliches Ungleichgewichtssystem. Dennoch: In Anlehnung an 

die bekannte Aussage von Winston Churchill kann man sagen: Die Marktwirtschaft 

ist das schlechteste Wirtschaftssystem mit Ausnahme aller ¿brigen. Zum Markt gibt 

es eben keine bessere Alternative, man muss nur seine Grenzen kennen, um seine 

Ausw¿chse rechtzeitig bekªmpfen zu kºnnen. 

 

Bereits vor der globalen Finanzkrise war die Schuldenlast in zahlreichen Staaten 

bedenklich hoch. Die ºffentlichen Ausgaben in Billionenhºhe zur Rettung 

systemrelevanter Banken und zur St¿tzung der Konjunkturen haben die 

Staatsschulden mittlerweile in so kritische Hºhen getrieben, dass die Finanzmªrkte 

eine Kette von Staatspleiten bef¿rchten. Der Schuldenberg der OECD-Staaten 

betrug vor der Krise im Jahre 2007 bereits 73 Prozent des Bruttoinlandproduktes 

(BIP) und wird voraussichtlich im laufenden Jahr auf deutlich ¿ber 100 Prozent 

steigen. Nach Analysen3 der US-¥konomen Kenneth S. ("Kenn") Rogoff und 

Carmen M. Reinhard wird bereits bei 90 Prozent jene Grenze ¿berschritten, ab der 

ºffentliche Schulden das Wirtschaftswachstum zu lªhmen drohen.  

 

Hohe Staatsschulden schrªnken die Handlungsspielrªume der Politik ein. Je hºher 

die daraus resultierenden Zinszahlungsverpflichtungen sind, desto weniger kann f¿r 

die wachstumsrelevante Bildung und Infrastruktur ausgegeben werden, ganz 

                                                                 
1 US-Immobilienkrise, auf Grund jahrelanger Fehlbewertungen verbriefter Immobilienkredite 

durch US-amerikanische und schlieÇlich auch internationale Banken. 
2 Cerra, V., Saxena, S. C. Growth Dynamics: The Myth of Economic Recovery, IMF Working 

Paper, 07.08.2005. 
3 Rogoff, K.S., Reinhard, C. M. Growth in a Time of Debt, American Economic Review, May 

2010, pp. 573 ï 578; ferner: dieselben, Dieses Mal ist alles anders, FinanzBuch Verlag, 

Kulmbach, 2010. 
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abgesehen von der Mºglichkeit des Einsatzes antizyklischer Konjunkturprogramme. 

Deshalb wird der Konsolidierung der Staatsfinanzen in den kommenden Jahren die 

hºchste Prioritªt einzurªumen sein. In Anbetracht der gegenwªrtigen Hºhen von 

Staatsschulden wird es wohl den wenigsten Lªndern gelingen, kurzfristig ihren 

Schuldenberg in nennenswertem Umfang abzubauen. Entscheidend ist aber, dass die 

Quoten der Staatsschulden sinken, also die Relationen von Schulden zur 

Wirtschaftsleistung des jeweiligen Landes, dem BIP. Durch Erhºhung der 

Einnahmen und Senkung der Ausgaben kann zumindest zunªchst einmal die 

Neuverschuldung und damit der weitere Anstieg des Zªhlers im Schuldenquotienten 

reduziert werden. Ein stªrkeres Wirtschaftswachstum wiederum erhºht den Nenner 

und senkt damit deutlich die Quote. Wie die Gewichte dieser drei Ansatzpunkte zu 

setzen sind, hªngt im Wesentlichen von den Steuersystemen, den 

Ausgabenstrukturen und Wachstumsressourcen sowie letztendlich auch von den 

politischen Rahmenbedingungen ab. 

 

Steigerungen der Staatseinnahmen ï hierbei geht es vor allem um Steuern ï 

tangieren in besonderer Weise Verteilungsfragen. Politiker denken dabei in erster 

Linie an indirekte Steuern, weil diese erfahrungsgemªÇ nach einer relativ kurzen 

Gewºhnungsphase beim breiten Publikum wieder in Vergessenheit geraten und 

dann die Konsumnachfrage kaum noch beeinflussen. Insofern erscheinen indirekte 

Steuern wachstumsfreundlicher als direkte Steuern, wenn Letztere die 

Unternehmergewinne4 nachhaltig reduzieren und Anlass zu Standortverlagerungen 

geben. Direkte Progressivsteuern sind zwar politisch attraktiv, aber wirtschaftlich 

gefªhrlich. Andererseits sprechen gegen indirekte Steuern deren ausgesprochen 

regressive Verteilungswirkungen, mit Ausnahme von Steuern auf Tabak, Alkohol 

und sonstige Suchtmittel, bei denen gesundheitliche Gesichtspunkte im Vordergrund 

der ¦berlegungen stehen sollten. Neben Steuererhºhungen gibt es noch 

Mºglichkeiten, ºffentliche Unternehmungen in Privateigentum zu ¿berf¿hren. Das 

ist vertretbar, soweit dadurch nicht hoheitliche Aufgaben zum Nachteil f¿r die 

Allgemeinheit beeintrªchtigt werden. 

 

Durch hºhere Einnahmen allein kºnnen die Schuldenprobleme allerdings nicht 

gelºst werden. Die Staaten m¿ssen auch die Ausgaben k¿rzen. Hier ergeben sich 

besondere Probleme, weil in den ºffentlichen Budgets die Sozialausgaben oft den 

grºÇten Posten ausmachen. Deshalb sind Einsparungen in diesen Bereichen 

unumgªnglich, so schwer das auch aufgrund vermeintlicher Besitzstªnde 

durchzusetzen sein wird. Zumindest sollten dort K¿rzungen vorgenommen werden, 

wo ¿berzogene verteilungspolitische Zielvorstellungen zu unausgewogenen 

Verhªltnissen gef¿hrt haben, wie z. B. im hºheren ºffentlichen Dienst einschlieÇlich 

Parlamente und Regierungen. Ersatzlos zu streichen sind Transferzahlungen (z. B. 

Kindergeld) an Bezieher von Einkommen oberhalb bestimmter Einkommengrenzen, 

wobei die ¦bergªnge flieÇend gestaltet werden kºnnen. Zu pr¿fen ist, inwieweit 

eine im Laufe der Zeit aufgeblªhte B¿rokratie auf ein angemessenes AusmaÇ 

zur¿ckgef¿hrt werden kann. Vor allem im Bereich der R¿stungsindustrie sind 

erhebliche Einsparungspotenziale vorhanden. Dennoch: Eine rigorose Sparpolitik, 

                                                                 
4 bei fehlenden ¦berwªlzungsmºglichkeiten 
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welche den Krisenlªndern verordnet wird, kann allein kein Ausweg aus der 

Schuldenproblematik sein. Eine unreflektierte Austeritªtspolitik verschªrft eher noch 

die Probleme, weil sie das Wirtschaftswachstum zu bremsen und die 

Erwerblosigkeit zu erhºhen droht.  

 

Neben den Haushaltsfehlbetrªgen m¿ssen auch die zum Teil gewaltigen 

Leistungsbilanzdefizite einiger EU-Lªnder kritisch analysiert werden. Negative 

Leistungsbilanzen bedeuten grundsªtzlich, dass die betreffenden Volkswirtschaften 

mehr Leistungen in Anspruch nehmen, als sie selbst produzieren, und sich insoweit 

gegen¿ber dem Ausland verschulden. Handelt es sich bei diesem Mehr um Waren 

und Dienstleistungen zum Auf- und Ausbau einer wettbewerbsfªhigen Industrie, ist 

das unbedenklich, weil dadurch die Grundlagen f¿r ein zuk¿nftiges 

Wirtschaftswachstum geschaffen werden. Handelt es sich dabei allerdings um G¿ter, 

die ausschlieÇlich dem Konsum der inlªndischen Bevºlkerung dienen, leben diese 

Lªnder gewissermaÇen '¿ber ihre Verhªltnisse'. Dadurch steigt deren 

Krisenanfªlligkeit und zwingt sie fr¿her oder spªter zu einschneidenden 

Anpassungsprozessen. Dann lassen sich private und ºffentliche Schulden oft nicht 

mehr voneinander trennen, wenn durch Bailouts private Verbindlichkeiten 

systemrelevanter Schuldner zu Staatsschulden werden  

 

Das Wirtschaftswachstum ist der dritte Ansatzpunkt zur Reduzierung der 

ºffentlichen Schuldenquoten. Dazu bedarf es durchgreifender Strukturreformen, um 

Wettbewerbsdefizite in Europa zu ¿berwinden und die internationale 

Wettbewerbsfªhigkeit der Europªischen Union nachhaltig zu erhalten. Konkret heiÇt 

das: Ausbau der Infrastruktur und Fºrderung der Bildung, vor allem in den Fªchern 

Mathematik, Informatik, Naturwissenschaften und Technik, weil die forschungs- 

und technologieorientierten Branchen von besonderer Bedeutung sind. Das erfordert 

zwar steigende Staatsausgaben, also tendenziell steigende Zªhlerwerte im 

Verschuldungsquotienten, dem aber bei erfolgreicher Wachstumspolitik 

kompensierende Erhºhungen des Nenners gegen¿berstehen.  

 

Die Zukunft Europas entscheidet sich nicht nur auf den Finanzmªrkten5, auch die 

Arbeitsmªrkte spielen eine entscheidende Rolle. Die Verschuldungsprobleme 

werden nur zu lºsen sein, wenn es gelingt, die derzeit in den meisten Mitgliedstaaten 

der Europªischen Union drastisch ansteigende Erwerblosigkeit zu ¿berwinden. Das 

gilt ganz besonders f¿r die beªngstigende Eskalation der Jugendarbeitlosigkeit. Die 

Jugend Europas stellt das zuk¿nftige, fundamentale Wachstumspotenzial dar. Dieses 

muss durch zielgerichtete Bildungs- und Qualifikationskonzepte erhalten und 

genutzt werden. Wird das versªumt, werden entscheidende Chancen verpasst. Der 

Leitsatz der deutschen Bundeskanzlerin Angela Merkel zu Europa, 'wenn der Euro 

scheitert, scheitert Europa', sollte konkreter heiÇen: Wenn Europa die Jugend 

vergisst, scheitert der europªische Gedanke.  

 

                                                                 
5 Vgl. hierzu: Estnische Gesprªche ¿ber Wirtschaftspolitik ï 18. Berlin, Tallinn: BWV, 

Mattimar, 2010, S. 9 ff. 
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Eine Fiskalunion mit Rettungsschirmen in der ¦bergangsphase ist zwar eine 

wichtige Voraussetzung zur Lºsung der gegenwªrtigen Probleme in der 

Europªischen Union. Das allein reicht aber nicht. Sie muss ergªnzt werden durch 

eine Agenda f¿r Wachstum und eine flexible Arbeitsmarktpolitik, welche vor allem 

die R¿ckf¿hrung der Jugendarbeitlosigkeit zum wesentlichen Inhalt hat.6 Zu denken 

ist dabei an Sprachfºrderungen in den Mitgliedstaaten, unb¿rokratische 

Anerkennung von Qualifikationen in allen Berufssparten, Vereinheitlichung von 

Ausbildungsprogrammen sowie innereuropªische Vermittlungs- und 

Austauschprogramme. 

 

Von jenen Mitgliedlªndern, die mit Schuldenproblemen zu kªmpfen haben und 

aufgrund ihrer niedrigen Ratings hohe Anleihenzinsen zu zahlen haben, wird die 

Einf¿hrung von Euro-Bonds favorisiert, vielerorts sogar gefordert. Das ist durchaus 

verstªndlich. Waren es vor Einf¿hrung des Euros noch die Wechselkurse, welche die 

Kapitalbewegungen durch die Wechselkursunsicherheiten risikoorientiert steuerten, 

sind es heute im Euro-Raum nur noch die Zinsdivergenzen. Nach Einf¿hrung von 

Euro-Bonds gªbe es f¿r die staatlichen Schuldtitel7 einen einheitlichen, an der 

gemeinsamen Bonitªt aller Euro-Lªnder orientierten Zins. Die disziplinierende 

Funktion der Mªrkte mit ihren Zinsspreizungen nach der Bonitªt der Schuldner gªbe 

es nicht mehr. Das hªtte zur Folge, dass die Krisenlªnder deutlich geringere Zinsen 

zu zahlen hªtten. Ob dann die beim Schuldendienst eingesparten Mittel f¿r 

wachstumsstimulierende MaÇnahmen ausgeben w¿rden, ist nicht sicher. Vielmehr 

schwindet der Zwang, unpopulªre MaÇnahmen zur Konsolidierung der 

Staatshaushalte durchzuf¿hren. Euro-Bonds w¿rden den Zwang zur 

Haushaltsdisziplin von den hoch verschuldeten Lªndern nehmen und praktisch deren 

S¿nden aus der Vergangenheit vergemeinschaften. Lªnder mit weitaus geringeren 

Verschuldungsproblemen hªtten dann vergleichsweise hºhere Durchschnittzinsen zu 

zahlen. Das Verursacherprinzip w¿rde auÇer Kraft gesetzt. Unsolide Haushaltpolitik 

w¿rde nicht mehr mit hohen Zinsen bestraft. 

 
Februar/Mªrz 2012 

 

Manfred O. E. Hennies  Matti Raudjªrv 
Kiel/Warder,    Tallinn/Pirita-Kose und Pªrnu, 

Deutschland   Estland  

 

                                                                 
6 Vgl. hierzu: Clement, W. (fr¿herer Wirtschafts- und Arbeitsminister der Bundesrepublik 
Deutschland), Ohne die Jugend ist Europa verloren, in: Handelsblatt ï Deutschlands 

Wirtschafts- und Finanzzeitung, 10.-11.02.2012, S.10. 
7 zumindest f¿r die sog. Blue Bonds 
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DEBT CRISIS IN THE EUROPEAN UNION  

 

Introductory thoughts on topical issues 

 

Looking back at the past, no other decade has been devastated so much by economic 

crises as the one that recently ended. It all started with the bursting of the New 

Economy bubble at the turn of the millennium and was followed by a catastrophe in 

the subprime bonds sector1, which eventually led to the financial crisis of 2008, 

which in its turn caused a crisis in the banking sector and led to the current 

government debt and euro crisis. Over and over again, strong destructive lines of 

force originated in the financial markets. According to the studies by V. Cerra and S. 

C. Saxena,2 failures in real economy accompanied by hurricanes in the financial 

sector are extremely lasting and hard to alleviate, particularly in the developed 

industrial countries. Therefore the effectiveness of the economic systems of the 

Western countries is increasingly regarded as questionable by an increasing part of 

the society ï including economists ï in public discussions. The theory of self-

regulating forces of the free market, compared by ôan invisible handô by Adam 

Smith who laid the cornerstone for the whole theory, has proved to be a mistake in 

the economic history. Market economy with which it was hoped to achieve general 

order, balance and stability, has proved to be an extremely imperfect system in 

reality. In other words: market economy is a system of imbalance by its nature. We 

have to admit according the well-known quote of Winston Churchill, however: The 

market is the worst system of economic and social development ï except for all the 

others that have been tried from time to time. There is no alternative more 

reasonable than the market but it is absolutely necessary to know the limits of the 

market in order to start fighting against wrong developments in time.  

 

Already before the global financial crisis the high debt burden of numerous 

countries made people wonder. Public expenditures in billions to rescue banks that 

are essential for the functioning of the system and to support the economic cycle 

have allowed government debts to increase to critical limits so that chain reactions 

of government bankruptcies are dreaded in financial markets. The debt burden of the 

OECD (Organisation for Economic Co-operation and Development) countries 

reached already 73% of their GDP in 2007 and will probably increase even more 

this year and will exceed the limit of 100%. The U.S. economists Kenneth S. 

("Kenn") Rogoff and Carmen M. Reinhard state in their analyses3 that already 90% 

will exceed the limit starting from which government debt may start paralyzing the 

economic growth.  

 

                                                                 
1 The U.S. real estate crisis caused by wrong evaluation of real estate bonds by U.S. banks for 

many years and which eventually involved also international banks. 
2 Cerra, V.,Saxena, S. C. Growth. Dynamics: The Myth of Economic Recovery, IMF Working 

Paper, 07.08.2005. 
3 Rogoff, K. S., Reinhard, C. M. Growth in a Time of Debt, American Economic Review, May 

2010, pp. 573 ï 578; hereinafter: the same, Dieses Mal ist alles anders, FinanzBuch Verlag, 

Kulmbach, 2010. 
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A large government debt restricts the political scope of action. The higher are the 

interest payments arising from the debt, the less funds can be directed to such areas 

important for growth as education and infrastructure, without taking into account 

here the implementation of any anti-cyclic programmes during recession periods. 

Therefore consolidation of state finances should be regarded as the first priority in 

the next few years. Considering the size of current government debts, probably only 

a few countries will be able to reduce their debt burden considerably in the near 

future. However, reduction of the level of government debt, i.e. the proportion of 

debt to the economic performance of a particular state, i.e. its GDP, is of critical 

importance. By increasing revenues and cutting expenditures it is possible to avoid 

new borrowing. Stronger economic growth, on the other hand, increases the GDP 

and therefore also reduces the debt level with respect to GDP. The division of focus 

among these three basic starting points depends to a large extent on the taxation 

system, structure of expenditures and resources of growth and eventually also on the 

political framework.  

 

Increasing the government revenues ï bearing in mind above all taxes here ï is 

particularly related to the problems of distribution. Here politicians focus above all 

on indirect taxes as these will recede to the background soon in the minds of most 

taxpayers after a relatively short period of getting used to them, and will have a 

minimal effect on demand by consumers. In that sense, the more favourable impact 

of indirect taxes on economic growth is more evident than in the case of direct taxes 

which reduce the profits of businesses permanently4 and are therefore a reason for 

changing the location of an enterprise.  

 

While direct progressive taxes are politically attractive, they are risky from 

economic aspects. On the other hand, a negative aspect of indirect taxes is their 

extremely regressive effect on redistribution. The excise tax on tobacco, alcohol and 

other addictive substances is an exception here as their relation to human health is 

considered above all. Besides raising taxes there is also the option of changing the 

ownership form of state-owned enterprises and privatising them. Such a step can 

really be considered as it would not impair the fulfilment of state functions that 

would be a disadvantage to the general public.  

 

However, it will not be possible to solve the debt problems by only increasing 

revenues. The states will also have to cut their expenditures. This is a source of 

particular problems as social expenditures take up the largest share of state budgets. 

Therefore saving costs in this field will be unavoidable, no matter how hard it would 

be, considering the apparently justified property status cast in stone of quite a few 

social strata. The minimum task should be to make cuts in areas where the intended 

aims of the redistribution policy are exaggerated and have led to an imbalanced 

situation, such as at higher government posts, including parliaments and 

governments. Payment of social benefits (e.g. child benefit) should be stopped if the 

income exceeds a certain limit, and this limit should be flexible. It should also be 

analysed to what extent the bureaucracy that has expanded in the course of time 

                                                                 
4 If there is no possibility for passing the tax increase burden on to others, i.e. clients 
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could be reduced to a reasonable volume. There is a savings potential above all in 

the field of arms industry. We have to admit, however, that the policy of strict 

economy applied to countries in crisis alone will not relieve the debt problems. If a 

policy of economy which is even oriented to austerity is not well-considered, it will 

rather make the problems more acute as there is a risk of deceleration of economic 

growth and increase in employment as a consequence. 

 

Besides deficits of state budgets also deficits of the balance of payments on current 

account should be critically analysed for certain EU Member States. Negative 

balances of payments on current accounts essentially mean that more services and 

goods are used in the national economy of these countries than they are able to 

produce themselves and they have to borrow from abroad to that extent. If the larger 

quantity of goods and services financed with loans is used for the creation and 

development of competitive domestic industry, it is quite welcome as this lays the 

basis for future economic growth. But if these are goods which only serve the 

interests of consumption by the local population, such countries are living beyond 

their means. This makes such countries more susceptible to crisis and they will have 

to undergo painful adjustment processes sooner or later. Then it will often not be 

possible to distinguish between private and public debt when the private obligations 

of important debtors essential for the functioning of the system become government 

debt through the system of bailouts.  

 

Economic growth is the third starting point for the reduction of the level of 

government debt. This assumes carrying out fundamental structural reforms to 

overcome the lack of competition in Europe and keep the international 

competitiveness of the EU on the sustainable level.  

 

This specifically means the development of infrastructure and promotion of 

education, above all the promotion of studying such subjects as mathematics, 

computer science, natural sciences and technology as the economic sectors oriented 

to scientific research and technology have a particular role. Although it requires an 

increase in government expenditure and tends to increase the government debt, this 

is compensated by even faster growth of GDP in the case of policy which favours 

successful economic growth, and therefore the debt level will even decrease as a 

consequence.  

 

The future of European will not only depend on the development of financial 

markets5 ï also labour markets have a critical role. Problems caused by debts can 

only be solved if the dramatic increase in unemployment in most EU countries can 

be alleviated. This concerns particularly the alarming increase in unemployment of 

young people. Young people are the future of Europe and its fundamental growth 

potential. Concepts with well-considered objectives should be developed for the 

provision of education and qualification to them in order to make use of the potential 

                                                                 
5 Cf here: Eesti majanduspoliitilised vªitlused - 18/ Estnische Gesprªche ¿ber 

Wirtschaftspolitik - 18/ Discussions on Estonian Economic Policy - 18. Berlin, Tallinn: BWV, 

Mattimar, 2010, p. 9. 
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described. Otherwise, chances of critical importance are lost. The statement of the 

German Chancellor Angela Merkel about Europe ï ĂIf the euro zone breaks apart, so 

will the European Unionñ, should be more specifically restated as follows: If Europe 

forgets its young people, also the idea of Europe will fade away. 

 

The fiscal union and its bailout funds should be considered an important 

precondition for the solution of the topical problems of the EU during the transition 

period. But only this will not be enough. It has to be supplemented by the economic 

growth agenda and the flexible labour market policy which focuses above all on the 

reduction of unemployment among young people.6 Studying languages in Member 

States, unbureaucreatic recognition of professional qualifications in all fields, 

harmonisation of professional qualification programmes and also intermediation and 

exchange programmes within Europe should be promoted.  

 

The Member States which are fighting with debts and are charged high interest rates 

during to their low ratings like the idea of eurobonds very much, sometimes even 

demand them. This is quite understandable. While before the transition to euro the 

movement of capital was directed by the developments in exchange rates which take 

into account risks, only deviations in interest rates have an effect on these in the 

current eurozone. If we introduce eurobonds, government debts7 will have a 

common interest rate depending on the average creditworthiness of the eurozone 

countries. There would be no function that would discipline financial markets and 

would be manifested by differences in interest rates according to the 

creditworthiness of the debtor. As a result, countries in crisis would have to pay 

much lower interest rates. It will not be certain whether any funds left from servicing 

the loan would indeed be used for measures stimulating economic growth. There is 

no longer such pressure for the implementation of measures that are unpopular 

anyway in order to consolidate the state budget. Eurobonds would relieve the 

countries which are suffering from a high debt burden from their obligation to 

follow the budgetary discipline and would actually leave their past sins to everybody 

to bear. Countries with considerably lower debt levels would have to pay higher than 

average interest rates, however. This invalidates the causer principle according to 

which any costs incurred due to an action or omission should be born by those who 

caused them. Unsolid budgetary policy would no longer be punished by requiring 

higher interest rates. 
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Manfred O. E. Hennies  Matti Raudjªrv 
Kiel/Warder,    Tallinn/Pirita-Kose and Pªrnu, 

Germany    Estonia  

 

                                                                 
6 Cf here: Clement, W. (former Minister of Economics and Labour of the Federal Republic of 
Germany), Ohne die Jugend ist Europa verloren, Handelsblatt ï Deutschlands Wirtschafts- und 

Finanzzeitung, 10.-11.02.2012, p.10. 
7 This applies at last to the so-called Blue Bonds. 
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Abstract 

 

The paper attempts to assess the validity of competing theories of institutional 

determinants and change using a sample of both transition countries and non-

transition countries. Economic theory explains the determinants of institutions as 

results of political economy approaches, legal origin theory or culture differences 

between societies. As dependent institutional variables investor protection, labor 

market institutions and a composite index of coordination are chosen. In order to 

allow for different slopes and intercepts of transition countries several interaction 

terms are included. All variables are able to explain some of the variation across 

countries, but it seems that for transition countries political and cultural approaches 

are most applicable. 

 

Keywords: institutions, institutional determinants, political economy, legal origins 
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1. Einleitung 

 

Institutionelle Vielfalt ist klar dokumentiert. Wªhrend Rankings beispielsweise von 

Weltbank oder dem World Economic Forum zu Arbeitsmarktgesetzgebung oder 

Produktmarktregulierung besonderes Augenmerk auf Unterschiede in der G¿te von 

Institutionen legen, gibt es eine Reihe von Ansªtzen, die institutionelle Vielfalt als 

Manifestierung multipler Gleichgewichte sehen. Diese kºnnen unterschiedliche 

Auswirkungen auf Strukturdaten wie Arbeitslosigkeit, komparativen Vorteil oder 

Staatsverschuldung haben oder auch durch sie bedingt werden. A priori geben diese 

Ansªtze aber nicht unbedingt eine Wertung ¿ber die relative G¿te von Institutionen 

ab. Folgt man dieser Sichtweise, ergeben sich zwei zusammenhªngende 

Fragestellungen. Erstens, gibt es Komplementaritªten oder andere Verbindungen 

zwischen Institutionen in dem Sinne, dass die Wirkung einer Institution in einem 

bestimmten Bereich von der Existenz anderer Institutionen abhªngt? Und zweitens, 

wie werden unterschiedliche Institutionen determiniert? In diesem Beitrag mºchte 

ich versuchen, auf die zweite Frage eine Antwort zu formulieren. 

 

Die ºkonomische Literatur kennt drei konkurrierende Ansªtze, Determinanten von 

Institutionen zu entwickeln: politische ¥konomie, die Theorie der Rechtssysteme 

(legal origins) und kulturelle Einflussfaktoren. Diese drei Ansªtze sollen hier 

empirisch untersucht werden. Dabei nehme ich sowohl OECD-Lªnder als auch 

mittel- und osteuropªische post-kommunistische Lªnder in die Analyse auf. Das 

Studium der Transformationslªnder erscheint besonders fruchtbar, da hier die 

Entstehung und Entwicklung von Institutionen von ªhnlichen Startbedingungen 



21 

gleichfalls wie in einem Labor wahrgenommen werden kºnnen. Um zu ¿berpr¿fen, 

inwieweit die Transformationslªnder sich anders verhalten, wird in der empirischen 

Analyse mit Interaktionstermen gearbeitet. Die zu erklªrenden Variablen sind 

Arbeitsmarktgesetzgebung gemessen anhand des EPL-Indikators der OECD und 

Corporate Governance-Institutionen in Form des Investorschutz sowie ein 

zusammen gesetzter Indikator, der den Grad von Korporatismus misst. 

 

Die grundlegende Frage ist also: inwieweit kºnnen bestehende theoretische Ansªtze 

zum Einfluss von politischen Institutionen, der Rechtstradition eines Landes und 

kultureller Begebenheiten die Existenz und Entstehung ºkonomischer Institutionen 

im Sinne von North erklªren. Diese Frage ist von einer ªhnlichen Frage zu 

unterscheiden, inwieweit politische oder rechtliche Institutionen auf strukturelle 

Daten wie Arbeitslosigkeit oder Staatsverschuldung wirken kºnnen. Letzteres ist 

nicht das Interesse meiner Untersuchung. 

 

Der Beitrag ist wie folgt gegliedert. Der folgende Abschnitt gibt Umrisse der 

zugrunde liegenden theoretischen Literatur, die es ermºglicht, Hypothesen f¿r die 

empirische Analyse zu erarbeiten. Danach werden die zu analysierenden 

institutionellen GrºÇen kurz vorgestellt, die Variablen der linken Seite der 

Gleichung. Der dritte Teil beschreibt die Daten, wªhrend das vierte Kapitel die 

empirische Strategie und die Ergebnisse prªsentiert und diskutiert. 

 

2. Determinanten von Institutionen 

 

Im folgenden erarbeite ich die erklªrenden Variablen, die von den verschiedenen 

theoretischen Ansªtzen als Basis f¿r institutionelle Entwicklung angesehen werden. 

 

2.1. Politische ¥konomie 

 

Die Beitrªge zur politischen ¥konomie von Institutionen lassen sich grob in zwei 

Strºmungen einteilen. Auf der einen Seite wird ein direkter Zusammenhang 

zwischen politischen Prªferenzen und ºkonomischen Institutionen wie 

Arbeitsmarktgesetzgebung in einer Volkswirtschaft modelliert. Alternativ kºnnen in 

einem Zwischenschritt politische Institutionen (z. B. Wahlgesetze) eingef¿gt 

werden, die Auswirkungen auf Koalitionsbildung und damit das B¿ndeln 

verschiedener Prªferenzen haben. 

 

Pagano und Volpin (2005) entwickeln ein Modell mit Arbeitern, Managern und 

Investoren. Manager prªferieren einen geringen Investorschutz, da dies ihnen 

ermºglicht, private Vorteile aus der Firma zu ziehen. Sie kºnnen nun die politische 

Unterst¿tzung der Arbeiter erlangen, indem sie ihnen wenig inflexible 

Arbeitsgesetze im Gegenzug zu geringem Investorschutz anbieten. Wenn das 

Wahlsystem des Landes Koalitionsbildungen beg¿nstigt durch ein 

Verhªltniswahlsystem, sollte man diese Koalitionen beobachten. Das Modell ist also 

zu verstehen als eine stilisierte Form des Korporatismus, in dem Manager und 

Arbeiter gegenseitig Zugestªndnisse machen. Herrscht in einem Land das 

Mehrheitswahlrecht ist die Mºglichkeit zur Koalition nicht oder nur unter sehr 
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speziellen Bedingungen gegeben. Die Hypothese des Modells von Pagano und 

Volpin ist also, dass man ceteris paribus in Lªndern mit Verhªltniswahlrecht 

inflexiblere Arbeitsmªrkte und schlechteren Investorschutz und in Lªndern mit 

Mehrheitswahlrecht flexiblere Arbeitsmarktinstitutionen und hohen Investorschutz 

beobachten kann. In einem Sample von OECD Lªndern kºnnen die Autoren dies aus 

empirisch zeigen. Allgemein wird in der politischen Wissenschaft davon 

ausgegangen, dass das Verhªltniswahlrecht PolitikmaÇnahmen f¿r eine breitere 

Wªhlerschaft beg¿nstigt, wªhrend das Mehrheitswahlrecht kleinere Gruppen 

beg¿nstigt (Gourevitch und Shinn 2005, Kapitel 4). 

 

Andere Ansªtze gehen von einem direkteren Wirkungsmechanismus von 

Prªferenzen zu Institutionen aus. Prªferenzen kºnnen verschiedene Ursachen haben: 

je grºÇer das Humankapital von Arbeitern, desto hºhere Arbeitsplatzsicherheit 

werden sie fordern (Perotti und von Thadden 2006). Herrscht eine gewisse 

Monopolisierung in der ¥konomie vor, kºnnten vorhandene Firmen einen besseren 

Investorschutz ablehnen aus Sorge vor dem Verlust von Renten durch Markteintritte 

(Rajan und Zingales 2003).  hnlich sieht Roe (2006) die Situation in 

Nachkriegseuropa: hier herrschte eine konzentrierte Eigent¿mersituation vor. 

Erhºhter Investorschutz kºnnte dann die Kapitalquote gegen¿ber Arbeit 

verschlechtern durch die Verbreitung von Streubesitz. 

 

F¿r diese Analyse beschrªnke ich mich auf die Untersuchung des Einflusses des 

Wahlrechts. F¿r post-kommunistische Lªnder muss hier allerdings eine 

Besonderheit beachtet werden. Vergleicht man die Disproportionalitªt von 

Wahlergebnissen, also die Relation zwischen Parlamentsmandaten und erreichter 

Stimmen, ist diese in Mittel- und Osteuropa signifikant hºher als in wahlrechtlich 

vergleichbaren Lªndern (Roberts 2006). Der Hauptgrund ist die hohe Anzahl neuer 

Parteien, die zu Wahlen antreten und die Sperrklausel nicht ¿berschreiten. Das f¿hrt 

dazu, dass eine vergleichsweise hohe Anzahl von Stimmen keine Reprªsentation im 

Parlament findet. In der empirischen Analyse werde ich f¿r die Disproportionalitªt 

kontrollieren. 

 

2.2. Legal Origins 

 

Die zugrundeliegende Theorie, dass Legal Origins, also Rechtstraditionen oder ï

kreise, Institutionen in einer Reihe von Bereichen fundamental determinieren, 

basiert zunªchst auf einer empirischen Beobachtung (La Porta et al. 1997, 1998). Es 

gibt eine starke Korrelation zwischen Rechtstraditionen und 

Finanzmarktinstitutionen. Auf der einen Seite findet sich das Common Law, das 

einhergeht mit hohem Glªubiger- und Anlegerschutz, und auf der anderen Seite 

stehen die Traditionen des Civil Law, wo dieser institutionelle Schutz schlechter 

ausgearbeitet ist. In der Gruppe der letzteren steht das deutsche BGB am besten dar 

wªhrend der franzºsischen Code civil die schlechtesten Werte aufweist und die 

skandinavische Tradition eine Mittelstellung einnimmt. Die anfªnglichen 

Publikationen zu diesem Thema werden in zwei Richtungen weiter entwickelt. Ein 

theoretischer Rahmen zum Vergleich von Institutionen wird entwickelt (Djankov et 

al. 2003) und die empirische Analyse wird ausgeweitet zu Arbeitsmarktinstitutionen 
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(Botero et al. 2004), Regulierung von Markteintritt (Djankov et al. 2002) und eine 

Reihe weiterer Institutionen. Einen ¦berblick zu Theorie und Empirie gibt La Porta 

et al. (2008). Die theoretischen und empirischen Ansªtze wurden zudem ¿berf¿hrt in 

das Doing Business-Ranking der Weltbank, das jªhrlich eine groÇe Anzahl von 

Lªndern zu Institutionen bewertet. Auch bestªtigt sich das Bild, dass Common Law-

Lªnder bessere Institutionen vorweisen als Civil Law-Lªnder. 

 

In historisch-theoretischen Ansªtzen werden zwei Kanªle aufgezeigt, durch die 

Rechtstraditionen Einfluss auf Finanzmarktinstitutionen haben (Beck et al. 2003). 

Politisch ist das Common Law in der historischen Entwicklung vorgesehen, das 

Individuum gegen materielle Enteignung durch staatliche Organe zu sch¿tzen. Das 

heiÇt auch, dass die gesamte Justiz unabhªngiger als in Civil Law-Lªndern ist. Dies 

hat zur Folge, dass der einzelne Investor besser gesch¿tzt wird. Ein zweiter 

Wirkungsmechanismus wirkt durch die Anpassungsfªhigkeit des Rechts. Es wird 

argumentiert, dass das Fallrecht des Common Law besser dazu geeignet ist, sich an 

neue Umstªnde anzupassen und effizientes Recht zu generieren. Diese Sichtweise ist 

ein alte in der amerikanischen Rechtsliteratur, siehe z. B. Priest (1977), und ist auch 

aktuell in modernen Law and Economics-Ansªtzen (Gennaioli und Shleifer 2007). 

 

Zusammenfassend lªsst sich sagen, dass die Legal Origins Literatur vor allem ein 

empirisches Projekt ist, das von der groÇen Anzahl der Studien und umfassenden 

Lªndersamples lebt. Kritik an dem Projekt gibt es vor allem in Hinblick auf die Art, 

wie Recht aus verschiedenen Lªndern kodiert wird. Indem Fragebogen vorbereitet 

werden, die von ºrtlichen Juristen ausgef¿llt werden, besteht die Gefahr, dass lokale 

institutionelle  quivalente zu Rechtsfiguren des Common Law schlichtweg 

¿bersehen werden (Siems 2007, Spamann 2009) 

 

F¿r meinen empirischen Ansatz, der eine Reihe von post-kommunistischen Lªndern 

beinhaltet, ist das Ergebnis wichtig, dass sie sich in das Schema Common Law-Civil 

Law einreihen. Wªhrend in den ersten Publikationen einige Transformationslªnder 

mit der Kodierung Ăsozialistisches Rechtñ aufgenommen wurden, ging man in 

spªteren Studien dazu ¿ber, die traditionelle Zugehºrigkeit der mittel- und 

osteuropªischen Staaten zum deutschen oder franzºsischen Rechtskreis zu 

¿bernehmen. Die Ergebnisse ªndern sich dadurch nicht. 

 

2.3. Kultur  

 

Der dritte Ansatz zur Erklªrung divergierender Institutionen basiert auf kulturellen 

Unterschieden zwischen Lªndern, die letztendlich als ursªchlich f¿r institutionellen 

Vielfalt gesehen werden. Diese Literatur ist hauptsªchlich eine empirische. 

 

Zentral hier sind die Arbeiten von Licht, Goldschmidt und Schwartz (2005, 2007). 

Sie kºnnen zeigen, dass bestimmte kulturelle Ansichten ¿ber die Rolle des einzelnen 

in einer Gesellschaft einen Einfluss auf Corporate Governance-Institutionen haben. 

Eine detaillierte Beschreibung der Variablen w¿rde den Rahmen meines Beitrags 

sprengen, eine Zusammenfassung findet sich in Licht et al. (2005, Tabelle 1A). Kurz 

zusammengefasst sind die Werte das Ergebnis von Fragebºgen, die drei 
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Gegensatzpaare zur relativen Wichtigkeit von Individuum und Gruppe in drei 

Dimensionen erfragen. Mit den gleichen kulturellen Daten findet Schwartz (2007) 

Korrelationen zwischen kulturellen Einstellungen und einem zusammengesetzten 

Indikator zu Arbeitsmarktinstitutionen und Corporate Governance von Hall und 

Gingerich (2004). Kurz, je wichtiger das Individuum in der Gesellschaft angesehen 

wird, desto marktorientierter sind Institutionen ausgestaltet. Auf der anderen Seite 

findet man in Gesellschaften, die mehr Wert auf die Gemeinschaft legen stªrker 

koordinierende Institutionen, d.h. Institutionen, die den Markt ersetzen oder 

ergªnzen. In einem umfassenden systemischen Ansatz kann Pryor (2005, 2007) 

zeigen, dass auf Basis des World Value Survey f¿nf weltweite kulturelle Cluster 

gibt, die mit f¿nf Clustern unterschiedlicher markwirtschaftlicher Systems 

korrelieren. 

 

3. Daten 

 

In diesem Kapitel beschreibe ich kurz die unabhªngigen und abhªngigen Variablen 

der Analyse. 

 

3.1. Abhªngige Variablen 

 

Es werden drei institutionelle Indikatoren verwendet, die in der Literatur 

¿blicherweise untersucht werden, Investorschutz als Variable aus dem Bereich 

Finanzmarktinstitutionen und ein Indikator zur Arbeitsmarktgesetzgebung. Der 

Investorschutz kommt von Djankov et al. (2008) und aus dem Doing Business 

Report 2009 (World Bank 2009). Von dort und von Botero et al. (2004) kommen die 

Daten zur Flexibilitªt der Arbeitsmªrkte. 

 

Dar¿ber hinaus verwende ich einen zusammengesetzten Indikator, der das AusmaÇ 

von Umverteilung und die Rigiditªt von Arbeitsmarktgesetzgebung vereint (nach 

Knell und Srholec 2007). Dieser Index ist in Abbildung 1 dargestellt. Positive Werte 

deuten auf ein hohes MaÇ von Umverteilung und rigide Arbeitsmarktinstitutionen 

hin, wªhrend negative Werte wenig Umverteilung und flexible Arbeitsmªrkte 

bedeuten. 

 

Das Konzept hinter diesem Index kann auf Ansªtze der vergleichenden 

institutionellen Analyse (Aoki 2001) und der Varieties of Capitalism Literatur nach 

Hall und Soskice (2001) zur¿ckgef¿hrt werden. Im Mittelpunkt dieser Ansªtze steht 

die Idee institutioneller Komplementaritªten. Das hat zur Folge, dass man 

tendenziell ªhnliche Institutionenmixe im Vergleich von Lªndern finden wird. Der 

allgemeine institutionelle Charakter eines Landes wird durch einen Mix von 

Institutionen bestimmt. 

 

Man kann erkennen, dass die Transformationslªnder im unteren Teil der Abbildung 

ebenso wie die OECD-Lªnder des oberen Teils institutionelle Vielfalt aufweisen. 

Das Spektrum reicht von stark koordinierenden Lªndern wie Slowenien und 

Kroatien zu vergleichsweise liberalen Lªndern wie Estland oder die Slowakei. 
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Abbildung 1. Koordinationsindex (Knell und Srholec 2007). 

Die Lªnderkennung folgt Internet Top-Level Domain Namen. 

 

3.2. Unabhªngige Variablen 

 

Die Einteilung der Transformationslªnder in deutsche oder franzºsische 

Rechtstradition folgt Pistor et al. (2000). F¿r die restlichen Lªnder wird die ¿bliche 

Einteilung der Legal Origins Literatur ¿bernommen. Die Proportionalitªt des 

Wahlsystems wird wie in Pagano und Volpin (2005) errechnet: der Index ist gleich 

drei wenn alle Sitze anhand von Mehrheitswahlen zugeteilt werden und Null wenn 

keine Sitze auf diese Art gewªhlt werden. Mittlere Werte sind auch mºglich. Die 

Daten kommen von der Weltbank (Beck et al. 2001, f¿r die Aktualisierung von 

2009). Um die Disproportionalitªt des Wahlsystems zu messen, verwende ich 

Gallaghers (1991) least squares index. Dieser Index setzt die Anzahl der Sitze, die 

eine Partei erreicht ins Verhªltnis zu der erreichten Stimmenanzahl. Er wird in der 

Analyse als Kontrollvariable und als Interaktion mit der Proportionalitªt verwendet. 
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In allen Schªtzungen, in denen politische Variablen (Proportionalitªt) vorkommen, 

werden nur jene Lªnder aufgenommen, die im Durchschnitt der Gesamtperiode von 

Freedom House (2009) als mindestens teilweise politisch frei eingeschªtzt werden. 

 

Um f¿r die Einschªtzung kultureller Einfl¿sse einen brauchbaren Indikator zu 

entwickeln, wird aus vier Dimensionen der Variablen von Licht et al. (2005) ein 

eindimensionaler Indikator konstruiert. Dazu f¿hre ich eine Faktoranalyse durch und 

nutze die Ladungen als Gewichtung der vier Werte pro Land. Die Faktorladungen 

der vier kulturellen Dimensionen sind in Tabelle 1 dargestellt. 

 

Tabelle 1. Faktorladungen der kulturellen Indikatoren 

 Faktorladung Uniqueness 

Hierarchy 0.8578 0.2812 

Egalitarianism -0.6505 0.5768 

Mastery 0.6650 0.5578 

Harmony -0.7120 0.4930 

 

Daraus ergeben sie Lªnderwerte, die im Anhang in Tabelle A1 aufgelistet werden. 

Die Faktorladungen deuten auf die zwei Paardimensionen hin: niedrigere Werte des 

Indikators deuten auf eine grºÇere Wertschªtzung von egalitªren Verhªltnissen und 

eine hºheren Stellenwert f¿r die Gemeinschaft gegen¿ber dem Individuum hin und 

umgekehrt. 

 

Die einzigen weiteren Kontrollvariablen sind das BNP pro Kopf von der Weltbank 

und ein Transformationsdummy. Alle Werte gehen als Durchschnittwerte ¿ber die 

lªngst mºgliche Periode zwischen 1989 und 2008 ein. Die Liste der im gesamten 

Sample enthaltenden Lªnder des Samples und ein ¦bersicht ¿ber einige 

Lageparameter der Daten sind im Anhang, Tabelle A2, zu sehen. 

 

4. Ergebnisse 

 

Das Grundmodell kann durch die Gleichung 

 

yi = b 1 + b 2Li + b 3Pi + b 4Ci + bx+ e i
 

 

dargestellt werden. Die unterschiedlichen Institutionen y in Land i sind eine 

Funktion von der Rechtstradition L in i, der Proportionalitªt P und der kulturellen 

Variable C. Dazu kommen weitere Kontrollvariablen wie BNP, Disproportionalitªt 

und Interaktionsterme, die hier durch den Vektor x dargestellt werden. Dieser 

Ansatz erlaubt es nicht, mehr als eine der erklªrenden Variablen L, P oder C 

zusammen zu schªtzen, da dies klare Endogenitªtsprobleme hªtte. Die Ergebnisse zu 

den einzelnen Schªtzungen sind in den folgenden Tabellen 2-4 dargestellt. Die 

Wirkung der Interaktionsterme ist in Abbildung 2 zu erkennnen. 
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In Tabelle 2 sind die Ergebnisse f¿r den Einfluss der Proportionalitªt auf die drei 

verschiedenen institutionellen Variablen aufgef¿hrt. F¿r jede der abhªngigen 

Variablen wird ein Modell ohne Transformationslªnder (Spalten 1, 4 und 7), ein 

Modell mit Transformationslªndern und einem Interaktionsterm (2, 5 und 8) sowie 

ein Modell mit der durchschnittlichen Disproportionalitªt der Transformationslªnder 

anstatt der Dummy-Variable (3, 6 und 9) geschªtzt. Zunªchst ist zu erkennen, dass 

das Vorzeichen der Proportionalitªt in jedem der Modelle der theoretischen 

Erwartung entspricht. Je hºher die Proportionalitªt, desto schlechter ist der 

Investorschutz, desto unflexibler sind die Arbeitsmarktinstitutionen und je mehr 

korporatistisch ist das Land organisiert. Zudem ist der Koeffizient in jedem Modell 

signifikant. Es scheint jedoch, dass dieses Ergebnis von den Nicht-

Transformationslªndern im Sample getrieben ist, was ein Blick auf den nicht 

signifikanten marginalen Effekt f¿r Transformationslªnder in den Modellen 2, 5 und 

8 bestªtigt. Vorherige ¦berlegungen zum mittel- und osteuropªischen Sonderfall in 

Hinblick auf die hohe Disproportionalitªt der Wahlergebnisse sprechen daf¿r, diese 

herauszurechnen um etwas sagen zu kºnnen ¿ber den Einfluss der de facto 

Proportionalitªt. Dies geschieht im der jeweils dritten Spalte. Statt der 

Dummyvariable f¿r Transformationslªnder werden die durchschnittliche 

Disproportionalitªt sowie ein Interaktionsterm zwischen Disproportionalitªt und 

Proportionalitªt geschªtzt. Das heiÇt, dass der marginale Effekt f¿r Proportionalitªt 

jetzt eine Funktion der Disproportionalitªt ist. Dieser ist in Abbildung 2 f¿r alle drei 

abhªngigen Variablen geplottet. Es ist zu erkennen, dass f¿r kleine Werte von 

Disproportionalitªt das Vorzeichen der Proportionalitªt signifikant und wie erwartet 

negativ ist. Die Interpretation ist, dass f¿r kleine Werte von Disproportionalitªt das 

Wahlsystem den erwarteten Effekt aufweist, dieser jedoch f¿r groÇe Werte 

verschwindet. 

 

In Tabelle 3 sind die Ergebnisse f¿r den Einfluss der Rechtstradition aufgef¿hrt. 

Lªnder mit Common Law Tradition sind die ReferenzgrºÇe f¿r die drei 

Dummyvariablen zu deutschem, franzºsischem und skandinavischem Rechtskreis. 

Die jeweils erste Spalte beinhaltet keine Transformationslªnder, wªhrend sie in der 

zweiten mit Dummy und Interaktionsterm hinzugef¿gt werden. Zunªchst ist 

festzustellen, dass das Vorzeichen in allen Modellen dem entspricht, was die Legal 

Origins Literatur ¿blicherweise findet. Ein Mitglied des Civil Law Rechtskreises 

tendiert zu schlechterem Investorschutz, rigideren Arbeitsmªrkten und einem 

insgesamt stªrker korporatistisch orientieren Wirtschaftssystem als ein Common 

Law-Land. Auffªllig ist aber, dass im Fall des Investorschutzes die deutschen Civil 

Law-Lªnder schlechter da stehen als die franzºsischen. 
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Abbildung 2. Marginaler Effekt der Proportionalitªt f¿r verschiedene Werte von 

Disproportionalitªt auf von oben nach unten Investorschutz, Arbeitsmarktrigiditªt 

und den Koordinationsindex. 
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Die Transformationslªnder in diesen Modellen sind entweder Mitglieder der 

deutschen oder franzºsischen Tradition. Das bedeutet, dass mit einer 

Dummyvariable die Transformationslªnder mit deutscher Tradition auf der einen 

Seite gegen die Nicht-Transformationslªnder mit deutscher Tradition gemessen 

werden und gleichzeitig auch den Transformationslªndern mit franzºsischer 

Rechtstradition gegen¿ber gestellt werden. Ersteres wird geschªtzt durch den 

marginalen Effekt von Deutsch wenn der Dummy gleich Eins gesetzt ist und 

letzteres lªsst sich an dem marginalen Effekt des Transformationsdummys erkennen, 

wenn der Dummy Deutsch gleich Eins gesetzt ist. Auf den Punkt gebracht, deutet 

das Ergebnis darauf hin, dass Transformationslªnder einen besseren 

Investorenschutz aufweisen als Nicht-Transformationslªnder, zumindest wenn sie 

der deutschen Rechtstradition angehºren. Dies ist ein Ergebnis, dass auch schon von 

Pistor et al. (2000) gefunden wurde. Auch scheinen Transformationslªnder mit 

deutschem Rechtshintergrund besseren Investorschutz aufzuweisen als solche mit 

franzºsischem. In Hinblick auf die Arbeitsmarktgesetzgebung wird zunªchst das 

Ergebnis von Botero et al. (2004) weitgehend bestªtigt: im Vergleich zu Lªndern 

des Common Law finden wir in Civil Law-Lªndern weniger flexible Arbeitsmªrkte. 

Deutsche Transformationslªnder haben in diesem Modell vergleichsweise rigidere 

Gesetze als ihre deutschen Nicht-Transformationslªnder. F¿r Transformationslªnder 

als solche scheint die Zugehºrigkeit zu einem Rechtskreis f¿r Arbeitsmªrkte aber 

keine Rolle zu spielen, die jeweiligen marginalen Effekte weisen keine Signifikanz 

auf. Betrachtet man den allgemeinen Grad der Koordinierung oder des 

Korporatismus in den letzten beiden Spalten in Tabelle 3, finden wir, dass vor allem 

franzºsisch geprªgte Lªnder mehr Koordinierung aufweisen, f¿r deutsche lªsst sich 

das nicht sagen. Interessant wird es wenn nun die Transformationslªnder hinzu 

gef¿gt werden, denn hier scheint sich das Muster umzudrehen. Ein franzºsisch 

geprªgtes Transformationsland ist weniger korporatistisch als ein deutsches, was am 

signifikant negativen Transformationsdummy zu erkennen ist. 
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Abbildung 3. Marginaler Effekt von Transformation. 

 

Nun zur Interpretation der Ergebnisse zur kulturellen Variable in Tabelle 4. Das 

Vorzeichen ist f¿r alle drei abhªngigen Variablen wie erwartet. Gesellschaften, die 

relativ mehr Wert legen auf Individualismus zeigen besseren Investorschutz, 

flexiblere Arbeitsmªrkte und allgemein korporatistischere Wirtschaftssysteme. In 

Transformationslªndern scheint dies keine Rolle f¿r Investorschutz, wohl aber f¿r 

Arbeitsmªrkte und den Koordinierungsgrad zu gelten. Hier ist der Effekt der Kultur 

sogar stªrker ausgeprªgt. Einen leicht anderen Blickwinkel erhªlt man, wenn man 

den marginalen Effekt der  nderung der Transformationsvariable von 0 zu 1 f¿r 

verschiedene Werte der kulturellen Prªferenzen errechnet. Das Ergebnis f¿r die 

Koordinationsvariable der Spalte 6 ist in Abbildung 3 zu sehen. Die Interpretation 

der Abbildung 3 ist die folgende: f¿r stark individualistisch geprªgte Lªnder spielt 

die Tatsache, dass sie Transformationslªnder sind, eine signifikante Rolle. Anders 

ausgedr¿ckt, ist bei gleicher kultureller Einstellung ein Transformationsland weniger 

korporatistisch organisiert als ein Nicht-Transformationsland. Dies gilt jedoch nicht 

f¿r Gesellschaften, die eher egalitªr eingestellt sind, hier ist der 

Transformationseffekt nicht signifikant. Gerade die Interpretationen der kulturellen 

Variablen sollten jedoch mit Vorsicht behandelt werden, da die Anzahl der 

Beobachtungen f¿r OLS gefªhrlich niedrig wird. 

 

5. Zusammenfassung 

 

Die vorangegangene Analyse bestªtigt, dass verschiedene Ansªtze die Entstehung 

und  nderung von Institutionen zu erklªren mºglichen Erklªrungsgehalt besitzen. 
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Sowohl die politische Institution der Wahlgesetze als auch die Rechtstradition und 

kulturelle Prªferenzen sind in der Lage institutionelle Vielfalt ¿ber Lªnder hinweg 

zu erklªren. Die Besonderheit dieses Ansatzes hier ist, dass auch 

Transformationslªnder in die Analyse aufgenommen wurden. Durch 

Interaktionsterme konnte ¿berpr¿ft werden, ob andere marginale Effekte in den 

Lªndern aufzufinden sind, die in der Bildung von ºkonomischen Institutionen und 

Regeln teils am Anfang stehen oder standen. Die politischen Systeme der neu 

(wieder)gegr¿ndeten Staaten weisen im Vergleich zu ªlteren Demokratien 

signifikant hºhere Disproportionalitªten der Wahlergebnisse auf. Kontrolliert man in 

der Analyse daf¿r, hat das Wahlsystem einen signifikanten Einfluss auf 

verschiedene Institutionen. Die Rechtstraditionen scheinen weniger 

Erklªrungsgehalt zu haben; die Transformationslªnder mit deutschen und 

franzºsischen Rechtssystemen haben andere Institutionen als ihre Gegen¿ber. 

Kulturelle Prªferenzen haben einen starken Einfluss, auch in 

Transformationslªndern. Es scheint, dass vor allem jene Prªferenzen, die auf 

Individualismus Wert legen, in Transformationslªndern besonders wichtig sind. 

 

Es sollte auf verschiedene Verbesserungsmºglichkeiten dieser Art von Analyse 

hingewiesen werden. Zunªchst ist es immer von Vorteil, die Anzahl der 

Beobachtungen zu erhºhen. Dies gilt vor allem in Hinblick auf kulturelle 

Eigenschaften; hier ist die Anzahl der Lªnder, die in konsistenten, vergleichbaren 

empirischen Untersuchungen aufgenommen werden kºnnen, begrenzt. Eine hºhere 

Lªnderzahl w¿rde es auch erlauben, weitere erklªrende Variablen in die Analyse 

aufzunehmen, wie zum Beispiel Wahlergebnisse. Weitere Eigenarten des 

Transformationsprozesses wie Arten von Privatisierungen und mºgliche 

Interdependenzen mit politischen Entscheidungen in anderen Bereichen kºnnten 

sowohl theoretisch als auch empirisch untersucht werden. Welche Einfl¿sse kann 

eine Massenprivatisierung in einem Land auf Forderungen nach Investorschutz 

haben? Wie ist der Einfluss von ªuÇeren Faktoren wie die Anspr¿che von EU und 

internationalen Organisationen auf die entstehenden Institutionen? Diese und 

weitere Fragen erºffnen weiteren Forschungsbedarf. 
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Anhang 

 

Tabelle 1A 

Country Value Country Value 

Italy -1.32 New Zealand .06687 

Norway -1.1515 Ireland .1161 

Austria -.9191 Mexico .2992 

Finland -.8174 Hungary .308 

Germany -.8146 Australia .3517 

Spain -.7867 Slovak Republic .38178  

France -.7643 Bulgaria .4602 

Sweden -.7585 United Kingdom .57676 

Portugal -.6735 Venezuela .6475 

Denmark -.6408 United States .7356 

Slovenia -.6183 Russia .8365 

Switzerland -.4782 Japan .8989 

Greece -.4199 Poland .9176 

Argentina -.3179 Georgia .9316 

Canada -.2254 Philippines 1.0885 

Netherlands -.1957 Turkey 1.1397 

Estonia -.1816 Singapore 1.2503 

Chile -.1648 Israel 1.291 

Czech Republic -.0675 Brazil 1.2978 

  Indonesia 1.623 

  Hong Kong 1.644 

  India 2.089 

Die Gewichtungen des Index sind das Ergebnis einer Hauptkomponentenanalyse 

von 4 kulturellen Variablen von Licht et al. (2005). Siehe auch die Erklªrung im 

Text. 
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Tabelle 2A 

Lªnderliste: 

Albanien, Argentinien, Australien, ¥sterreich, Belgien, Bosnien, Brasilien, 

Bulgarien, Kanada, Chile, Kolumbien, Kroatien, Tschechien, Dªnemark, Ecuador, 

 gypten, Estland, Mazedonien, Finnland, Frankreich, Deutschland, Griechenland, 

Hong Kong, Ungarn, Indien, Indonesien, Irland, Israel, Italien, Japan, Jordanien, 

Kasachstan, Kenia, Lettland, Litauen, Malaysia, Mexiko, Niederlande, Neuseeland, 

Nigeria, Norwegen, Pakistan, Peru, Philippinen, Polen, Portugal, Rumªnien, 

Russland, Simbabwe, Singapur, Slowakische Republik, Slowenien, S¿dafrika, 

Spanien, Sri Lanka, Schweden, Schweiz, Thailand, T¿rkei, Ukraine, GroÇbritannien, 

USA, Uruguay, Venezuela. 

 

¦bersicht des Datensatzes 

Variable Beob. Mittel Standardabw. Min Max 

Investorschutz 64 .57 .16 .27 .97 

Arbeitsmarktrig. 64 .43 .226 0 1 

Koordinationsind. 40 .50 .2806 0 1 

Proportionalitªt 63 .58 .437 0 1 

Kultur 41 .058 .248 -.362 .573 

Log BNP p.c. 64 .815 .114 .574 1 
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Abstract 

 

Small and medium-sized enterprises (SMEs) are of vital importance for 

employment, innovation and growth in the EU member states. However, so far only 

a rather small number participates in international business activities. The European 

private company is intended to support SMEsô internationalization. In this paper we 

analyse whether such an additional supranational company law form is necessary. In 

a first step we show that from the normative point of view of interjurisdictional 

competition arguments from welfare economics, public choice and evolutionary 

economics are mainly in favour of it. In a next step we ask from a positive point of 

view whether it is nevertheless necessary at all. We discuss to what extent horizontal 

competition on company law forms is already working within the EU. We find that 

there is some competition taking place, however, so far it does not address 

specifically the needs of SMEs when doing business internationally. 

 

Keywords: corporate law, internationalization of small and medium-sized 

enterprises, regulatory competition, European integration 

 

JEL Classification: F15, H77, K22 

 

1. Introdcution  

 

With the pending passing of the regulation on the European Private Company (EPC) 

finally, also for SMEs a supranational EU corporate law form could be available 

some day (EU Council 2011). The EPC would complete the available set of EU 

company law forms, consisting to date of the European Company, the European 

Economic Interest Grouping and the European Corporative Society (Fleischer 2010). 

It thus would fill the gap still open in that so far there is no supranational EU 

company law form available which is tailored especially to the needs of small and 

medium-sized enterprises (SMEs).  

 

According to the classification of the EU Commission (EU Com 2003), a company 

is called a SME, if it meets one of the following three criteria: up to 250 employees, 

a turnover of not more than 50 mio ú a year or its balance sheet totaling up to 43 mio 

ú a year. Given this definition, 99.8% of all 20 mio EU companies are SMEs, 

employing 65% of the EU workforce and contributing to 58% of the gross value 

added per year (own calculation according to Wymenga 2011).  

 

About 40% of SMEs are involved in some form of international business activity, be 

it import, export or foreign direct investment (EU Com 2010a, 46). On average 
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about 2% of all EU SMEs invest abroad, which amounts to around 500.000 

enterprises (EU Com 2010a, 10). In general, SMEs from smaller member states are 

more internationalized than SMEs from lager member states. If asked what the main 

barriers to internationalization are, both internal and external obstacles are 

identified, with high costs of internationalization and lack of capital, adequate 

information and adequate public support as the most prominent ones (EU Com 

2010a, 8). Taking the structural characteristics of SMEs into account, this comes to 

no surprise (EU Com 2011; Mugler 1999). Problems in gaining access to finance 

and scarce resources both in human and financial capital due to their size enhance 

the difficulties to acquire the necessary information to successfully enter foreign 

markets and thus to realise the gains from larger markets and increased 

specialization and division of labour. 

 

SMEs in the EU do clearly favour limited liability corporate forms. 50% of all 

SMEs are private limited enterprises, with additional 9% even being public limited 

enterprises (EU Com 2010b). This is even more pronounced when looking at those 

2% which are engaged in foreign direct investment. Among these, 68% are 

incorporated as private limited companies and 19.5% as public limited companies 

(own calculation according to EU Com 2009).1  

 

An internationalization friendly corporate law form for SMEs should fulfill the 

following three criteria: It should (1) be inexpensive, involving low transaction and 

coordination costs, (2) provide secure property rights for its shareholders and (3) 

reduce information asymmetries and mitigate agency conflicts between its different 

constituencies (shareholders, managers, employees, creditors, related parties) 

(Eckardt 2012, Knoth 2008, Kraakman et al. 2009). It can be shown that the draft 

regulation of the European Private Company does broadly meet these criteria 

(Eckardt 2012). The question, however, is whether this is a problem at all. Do we 

really need another 28th (!) private company law form in the EU in addition to the 

already existing 27 from each member state?  

 

Until quite recently, company law was largely confined to the member state where a 

company incorporated. There was neither free movement of legal persons nor free 

choice of law from different member states. A company doing business in another 

member state had either the choice of establishing a branch there or of setting up a 

new company according to the corporate law of the host member state. In the first 

case, the home company is directly liable for the branch, increasing the risk from 

doing business internationally. In the second case, additional costs have to be 

incurred due to the foreign law system, involving additional uncertainty as to the 

implications of a foreign law form and legal adjudication as well. 

 

However, following its Centros decision in 1999 the European Court of Justice 

(ECJ) has opened up national boundaries in regard to free choice of company law to 

                                                                 
1 For more on the relation between internationalization of SMEs and corporate law form see 

Eckardt (2012). 
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a large degree.2 It is now widely held, that this comes close to having a common 

market in the EU also in regard to company law forms. Following this, a number of 

scholars argued that no additional forms of supranational EU corporate law are 

necessary, since the jurisdiction of the ECJ has opened the way for horizontal 

regulatory competition (Armour 2005, Gelter 2008/2005, Kirchner/Painter/Kaal 

2005, Scharper 2012). Although it would not result in the same outcome as 

regulatory competition on public limited corporate law forms in the US, where it has 

a long tradition, there should be incentives strong enough to induce member states to 

implement new or to modify existing corporate law forms so as to better meet the 

needs of the actors involved ï so the main argument.  

 

With the EPC draft regulation pending, in this paper we turn to these issues again. 

As the EU is a multi-layered jurisdiction, firstly, we discuss in section 2 what 

arguments support a supranational supply of corporate law forms from the 

normative point of view of interjurisdictional competition. In section 3 we then ask 

from a positive point of view whether such an additional supranational private 

company law form is necessary at all. We analyse to what extent horizontal 

regulatory competition on company law forms is already working within the EU. 

Section 4 concludes by summarizing our main findings and by giving an outlook on 

open research questions. 

 

2. Supranational EU Company Law Forms ï the Normative View 

 

Within the framework of the theory of interjurisdictional competition a number of 

criteria have been derived for the assignment of competencies to either the central or 

lower levels of multi-layered jurisdictions. In the following we discuss whether 

these criteria are in favour or against a supranational private limited liability 

corporate law form like the EPC in the EU. We distinguish between arguments from 

welfare economics, political economics and evolutionary economics, as table 2.1 

shows (Eckardt 2007 and Kerber/Eckardt 2007 with additional references).  

 

The focus of Welfare Economics is on the efficient allocation of scarce resources. 

Thus, the main function attributed to interjurisdictional competition is that of 

coordinating independent economic activities so as to achieve this objective. The 

main justification for assigning competencies to a more central jurisdictional level 

then is to prevent and limit market failure because of the ensuing inefficiencies. 

While the presence of heterogeneous preferences of the economic actors is the main 

argument in favour of decentralized competence assignment, market failure 

arguments like externalities, incomplete and asymmetric information (resulting in 

additional information and transaction costs), and economies of scale (allowing for 

market power and strategic behaviour) support a centralized solution. Besides, 

                                                                 
2 See Centros Ltd v Erhevervs- og Selskabsstyreisen (Case C-212/97) [1999] ECR 1459, as 
well as ¦berseering 2002 (¦berseering BV v Nordic Construction Company Baumanagmeent 

GmbH (Case C-208/00) [2002] ECR 9919 and Inspire Art 2003. For an overview of the more 

recent restrictive rulings of the ECJ see Korom/ Metzinger (2009), Scharper (2012). 
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bringing about a common playing field also is a strong argument in favour of a 

centralized assignment of competencies.  

 

In regard to these efficiency considerations, the arguments in favour of the presence 

of a EU-wide uniform limited-liability corporate law form for SMEs apply to the 

EPC. With such a supranational company law form, incomplete information 

diminishes and transaction costs are reduced. Economies of scale and scope imply 

additional cost reductions if SMEs intend to do business in several member states 

and adopt the EPC corporate law form for establishing more than one independent 

subsidiary. Accordingly, market access to several EU member states becomes less 

expensive, too. Besides, founding establishments in other EU member states 

becomes accessible more easily for SMEs, since with a uniform corporate law form 

obstacles of entering foreign markets are reduced and a more equal playing field 

emerges.  

 

In contrast to that the main point against the EPC are heterogeneous preferences of 

SMEsô owners on what corporate law form to adopt. However, since the EPC is not 

the only corporate law form available, entrepreneurs can still chose among the broad 

variety of the 27 (!) other EU private limited-liability corporate law forms plus other 

corporate forms available (like partnership or sole proprietor). Accordingly, the EPC 

does not reduce the choice set available, but on the contrary, it increases it. 

 

Table 2.1. Criteria for vertical assignment of competencies 

 Welfare Economics Public Choice Evolutionary 

Economics 

Focus Efficiency Distribution Innovations 

Main function 

of competition 

Coordination Control Discovery 

Objective of 

competence 

assignment 

to prevent and limit 

market failure 

to prevent and limit 

political failure 

to promote innovation 

and imitation 

Arguments for 

decentrali -

sation 

¶ Heterogeneous 

preferences 

¶ Preventing rent-

seeking 

¶ Political 

information costs 

¶ Economies on 

political transaction 
costs 

¶ Decentralised 

knowledge about 
problems and their 

solutions 

¶ Adaptive flexibility 

Arguments for 

centralisation  
¶ Externalities 

¶ Economies of Scale 

¶ Transaction costs 

economies 

¶ Incomplete 

information  

¶ Strategic behaviour 

¶ Level playing-field 

¶ Preventing rent-

seeking 

¶ Political 

information costs 

¶ Economies on 

political transaction 

costs 

¶ Economies in 

innovation 
activities 

¶ Promotion of 

innovations and 

their dissemination 

¶ Overcoming reform 
blockades 

Source: Own composition according to Eckardt (2007). 
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Public Choice approaches of interjurisdictional competition focus primarily on 

distributional questions. They center on the incentives set for rent-seeking activities 

and ask what assignment of competences can best control a misuse of market and 

political power. For this it is claimed that the main rules of the game should be 

provided on the constitutional level. In this way they are out of reach of the players 

and cannot be manipulated while the game is being played. However, to control for 

the (mis-)use of political power to the advantage of individual interest groups, there 

are arguments both in favour and against a decentralized allocation of competencies. 

On the one hand it is argued that a decentralized allocation of competences reduces 

political information and transaction costs and ensures a more effective control of 

rent-seeking behaviour. On the other hand, one has to remember that corporate law 

sets up the basic constitution of economic entities as legal personalities. Taking this 

into account, the corporate constitution of companies should be out of reach for the 

players while the game is being played - like it is the case with political 

constitutions. This would make up for a level playing-field and create legal certainty 

and reliability for long-term planning by the economic actors. Accordingly, the 

public choice approach can be seen as favouring the central provision of corporate 

legal forms as they withdraw the basic constitutional rules of a corporation from the 

influence of interested parties.  

 

Finally, Evolutionary Economics stresses the importance of competition for the 

generation and dissemination of innovations. They are based on a number of 

different approaches, with Hayekian and Schumpeterian notions being most 

prominent (Kerber/Eckardt 2007). Arguments in favour of a decentralized 

assignment of competencies refer to its greater adaptive flexibility and to its superior 

problem-solving capacity due to the resulting advantages in knowledge about the 

underlying problems and the potential for a more flexible response to newly 

emerging issues. But there are also arguments in favour of a centralized assignment 

of competencies. They rely on economies of scale and scope achievable in 

innovation activities, problems in regard to the promotion and dissemination of 

innovations which stem from the uncertainties related to innovations and to 

externalities linked to their diffusion. Besides, innovations might also be hindered 

by reform blockades, which are preserved by interested parties that fear to realize 

disadvantages from the innovation under question. In addition, due to the large 

uncertainties of genuine innovations, a secure framework within which economic 

activity takes place is of special importance.  

 

In regard to these evolutionary arguments there can be made no clear statement 

either for or against the provision of corporate law forms at the supranational EU 

level. However, one has to take into account that the European Private Company is 

not the only corporate law form available for doing business internationally. In fact, 

it extends the choices available at the horizontal level at the member states to just 

another alternative. Accordingly, it indeed competes with all other 27 EU private 

limited liability corporate law forms plus every other corporate law form available 

for a certain business.  
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As a summary we find that all three approaches discussed on the assignment of 

competencies in multi-layered jurisdictions are in favour of additional supranational 

European corporate law forms. This is supported by the fact that the EPC does not 

prevent the other 27 limited liability company forms at the level of the member 

states from being adopted. Accordingly, since there are additional decentral 

corporate solutions available, the provision of company law forms at the 

supranational level does not stand against the decentralization arguments either.  

 

3. Competition among Company Law Forms ï the Positive View 

 

Our discussion so far has shown that from a normative point of view there are no 

arguments against the introduction of a supranational private company law form. 

However, this result alone does not imply by itself that there is actually the need for 

an additional private limited-liability corporate legal form provided by the EU level. 

Therefore, in the following we ask whether indeed additional gains can be expected 

from such a 28th law form for SMEs in the EU, in particular given that the 

companies are already able to choose among 27 different corporate forms. To put it 

differently: would not horizontal regulatory competition suffice to achieve the 

desired outcome of a SME-friendly corporate law? To this end in section 3.1 we first 

summarize the main arguments on the working of regulatory competition among 

corporate law forms. In section 3.2 we look at the empirical evidence available so 

far on horizontal regulatory competition among the existing 27 private company 

forms in the EU. 

 

3.1. The Framework of Horizontal Regulatory Competition 

 

Following Armour (2005, 5) regulatory competition takes place, when ñnational 

legislators compete to attract firms to operate subject to their laws.ò For this to 

happen there must not only be some form of arbitrage available setting incentives 

for firms to incorporate in that member state which provides the highest net benefits. 

In addition, member states themselves must realize gains or losses high enough so 

that they have incentives, too, to modify their company laws so as to attract 

enterprises for incorporation (for an overview see Scharper 2012).  

 

With this concept in mind, then the question is whether incentives for both firms and 

states are strong enough so that competition does take place indeed. There are a 

number of factors discussed in the literature which might reduce incentives (Armour 

2005, Gelter 2008, Kirchner/Painter/Kaal 2005). They are mostly derived from the 

US experience, since there is a longstanding tradition of regulatory corporate 

competition with the state of Delaware having obtained a quasi monopolistic 

position in regard to public companies (for an overview see Gelter 2008). 

 

On the side of the firms, one has to take into account the following factors lowering 

incentives to switch to another member stateôs corporate law form 

(Kirchner/Painter/Kaal 2005). There are mobility costs, switching costs and 

transaction costs involved in (re-) incorporating in another member state. These 

costs might be direct and indirect, pecuniary and non-pecuniary. For example, 
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besides differences in costs stemming directly from the incorporation procedures, 

there are also additional information costs for legal advice and services as well as for 

language services (like translations) when incorporating under a foreign law regime. 

Besides, there might be costs resulting from differences in the reputation of the state 

of incorporation which transfers to the company law form it provides. Incomplete 

and asymmetric information not only about a foreign company law form but about 

the adjudication system, too, may also reduce firmsô incentives to incorporate under 

a foreign law form. Besides the costs of setting up incorporation, the ongoing costs 

of complying with a member stateôs regulatory regime also have to be taken into 

account (Becht/Mayer/Wagner 2008). 

 

Another potential source of restricting competition results from intermediaries like 

lawyers, specialized in the law of a particular legal system (Armour 2005). Because 

of fear of loss of revenues and the devaluation of their specific human capital 

investment in particular legal systems, it is argued that they would rather 

recommend firms not to incorporate under corporate law forms foreign to them. 

However, one may as well argue that there is extra profit to be obtained by 

intermediaries like international law firms that specialize exactly in reducing such 

information asymmetries.  

 

With respect to member states, additional revenues generated by incorporation and 

lobbying from local lawyers are discussed as the main incentives to engage in 

company law form competition (Gelter 2008). Since in the EU national franchise 

taxes are not allowed (like it is the case in Delaware where it constitutes one of the 

major sources of public revenue) there should be no incentive resulting from this 

source for member states engaging in competition about corporate law form. 

Besides, it is also a question whether there will be a group of lawyers strong enough 

to form an influential interest group in any member state. Only then they will have at 

least some impact to influence national policy-making in such a way that reforms are 

made so as to attract additional firms to incorporate in this member state. Besides, a 

specialized adjudication system experienced in company law is seen as another vital 

condition for the success of Delaware. However, to provide an effective judicial 

system for adjudication of corporate law issues implies huge investment and thus 

additional costs for member states. Referring to the Delaware case again, this ï so 

the argument ï should give member states with Common Law systems, like the UK, 

presumably a competitive advantage in contrast to her Civil Law competitors 

(Armour 2005, Kirchner/Painter/Kaal 2005). 

 

Despite these factors, which restrict the extent of competition, the main view in the 

literature is that the jurisdiction of the ECJ has not only remove legal barriers for 

regulatory competition, but that the incentives both from supply and demand side 

will be strong enough for horizontal regulatory competition to actually taking place 

(Armour 2005. Gelter 2008). Moreover, the mere threat of intervening by a higher 

level jurisdiction should suffice so that lower level jurisdictions will modify their 

corporate law. Accordingly, potential vertical competition through the supranational 

EU level should also attribute to intensify competition among member states (Gelter 

2008, 41ff., Roe 2003, Rºpke/ Heine 2005). 
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Therefore, the question arises as to the direction of such regulatory competition, and 

in particular whether it might result in a ñrace-to-the-bottomò or in a ñrace-to-the-

topò. There is a hot debate in the US about whether the quasi monopolistic position 

of Delaware in regard to public corporate law is a sign of either its efficiency or, 

quite on the contrary, of the deficiencies of the competitive process. But even in the 

US with its long experience with corporate law competition, no US state has gained 

a dominant position in regard to private limited company law ï as compared to 

public limited company law (Gelter 2008, 29, Kahan/ Kamar 2001, 2002/2003). In 

regard to the EU, the opinion is prevailing that due to the strong differences among 

member states, no ñone-size-fits-allò solution to corporate law form will evolve, thus 

leaving scope for heterogeneity and specialization (Armour 2005, Gelter 2008). 

 

3.2. The Empirical Evidence 

 

So far, there are only few empirical studies on horizontal regulatory competition 

with regard to limited liability companies. In the following we first provide some 

data on EU member states and recent reform activities, following the ECJôs Centros 

decision in 1999, before discussing the econometric evidence available.  

 

Since incorporation costs are seen as a decisive factor for companies when deciding 

on where to incorporate, table 3.1 shows the minimum shares required in the EU-27 

for setting up a limited liability company. Still, there is a broad span, ranging from 1 
ú in some countries to 35,000 ú in Austria. But as table 3.1 also reveals, since 2003 

the minimum share requirements were lowered in 10 of the EU-27 member states, 

with a reform in Austria being on the political agenda. In addition, Germany and 

Belgium introduced two special limited corporate forms for start-ups, where the 

standard minimum share required for incorporation is just 1 ú, but has to be raised to 

that of the standard private company law form of the respective country within the 

first few years of its operation. All in all, the reductions in minimum shares required 

can be said to be substantial, ranging from 35% to 100%.  

 

Times spend on activities necessary to incorporate in a country and the costs 

associated with these have also decreased over the last years. The data collected by 

the EU Commission presented in table 3.2 show that this was the case in 18 resp. in 

15 of the member states. Between 2007 and 2011 the reduction amounts on average 

to 15% in regard to costs resp. to 5% in respect to the time necessary for completing 

incorporation.  

 

This decrease in time and costs for starting a business becomes even more 

pronounced when looking at the more comprehensive World Bank data in table 3.3. 

They show that between 2004 and 2011 the procedures required as well as time, 

costs and paid-in minimum share requirements (the latter two as percentage of 

income per capita) for starting a business decreased on average by about 45%. And 

indeed, according to these data member states with higher costs for starting a 

business took more efforts to reduce the burdens for companies to start business than 

those with lower costs. 
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Table 3.1. Minimum shares required for limited liability companies in the E-27 

(2012) 

 

Minimum 

share 

required 

(MSR) Reform Date 

MSR 

before 

reduction  

Reduction 

of MSR 

Reduc-

tion of 

MSR  

in % 

AT 35 000 ú reduction of MSR on the agenda      

BE 18 550 ú 

introduction of 

special limited 
company 01.06.2011 1ú (1)  18 549 ú 100 

BG* 2 556 ú        

CY 1 ú reduction of MSR  2 ú 2 ú  

CZ*  8 133 ú        

DE 25 000 ú 

introduction of 

special limited 

company 23.10.2008 1 ú (1) 25 000 ú 100 

DK*  10 737 ú reduction of MSR 12.06.2009 16 777 ú 6 040 ú 36 

EE 2 500 ú        

EL 4 500 ú Reduction of MSR  18 000 ú 13 500 ú 75 

ES 3 000 ú        

FI  2 500 ú reduction of MSR 01.06.2006 8 000 ú 5 500 ú 69 

FR 1 ú reduction of MSR 01.08.2003 7 500 ú 7 500 ú 100 

HU*  1 790 ú Reduction of MSR 15.06.2007 10 738 ú 8 948 ú 83 

IE 1 ú        

IT  10 000 ú        

LT*  2 896 ú        

LU 12 395 ú        

LV*  2 822 ú        

MT  1 165 ú        

NL 18 000 ú        

PL*  1 213 ú Reduction of MSR 23.10.2008 12 134 ú 10 921 ú 90 

PT 1 ú Reduction of MSR 07.03.2011 5 000 ú 4 999 ú 100 

RO* 47 ú        

SE* 5 537 ú Reduction of MSR 01.04.2010 11 074 ú 5 537 ú 50 

SI 7 500 ú        

SK 5 000 ú        

UK*  1 ú Reduction of MSR   2 ú 2 ú   

Mean 6 698 ú     Sum 106 498 ú  

        Mean 8 875 ú  
*) exchange rate 2011 according to ECB 

(1) but: increase to the minimum share required of the standard private company form within 

the first few years of operation 

Source: according to German Trade and Invest (2012), Becht/Mayer/Wagner (2008), 

Braun et al. (2011). 
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 Table 3.2. Costs and time required for start-ups in the EU-27 (2007-2011) 

Member 

state  Costs in ú Time in days 

  2007 2011 2007 2011 

AT 400 385 18.5 11 

BE 517 517 1.5 1.5 

BG 155 56 21.0 5 

CY 265 265 7 5 

CZ 345 345 49 15 

DE 783 226 7 5 

DK 0 89 3 1 

EE 190 185 2 2 

EL 1366 910 30 5 

ES 617 115 35 17.5 

FI  330 330 14 8 

FR 84 84 4 4 

HU 392 392 2.5 2 

IE 50 50 3.5 3.5 

IT  2673 2673 4 1 

LT  210 209.5 8 4 

LU 1000 1000 14 14 

LV  205 205 4 4 

MT  450 210 8.5 6.5 

NL 1040 1040 3 2 

PL 735 428.5 30 22.5 

PT 330 330 1 1 

RO 112.5 113 3 3 

SE 222 185 21 16 

SI 250   3 3 

SK 330 335 14 12 

UK 54 33 1 6 

Mean  485 412 83 78 

Change in %  -15  -5 

Source: According to EU Commission (2010c) with own calculations. 
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Table 3.3. Starting a Business in the EU-27 (2004-2011) 

 

 
Procedures 

(number) 
Time (days) 

Costs (% of income 

per capita) 

Paid-in Min. 

Capital (% of 

income per capita) 

 2004 2011 2004 2011 2004 2011 2004 2011 

AT 8 8 28 28 6.1 5.2 65.6 52 

BE 7 3 56 4 11.1 5.2 24.1 18.9 

BG 11 4 32 18 10.4 1.5 86.7 0 

CY .. 6 .. 8 .. 13.1 .. 0 

CZ 10 9 40 20 10 8.4 47.4 30.7 

DK 5 4 7 6 0 0 49.8 25 

EE 6 5 72 7 8 1.8 53 24.4 

FI 3 3 31 14 1.1 1 29.8 7.3 

FR 8 5 41 7 1.3 0.9 29.2 0 

DE 9 9 45 15 5.9 4.6 49.1 0 

ES 15 10 38 10 32.7 20.1 135.2 22.8 

HU 6 4 52 4 40.4 7.6 96.4 9.7 

IE 4 4 18 13 10.4 0.4 0 0 

IT 9 6 23 6 22.1 18.2 11.6 9.9 

LV 5 4 16 16 10.1 2.6 45 0 

LT 8 6 26 22 4 2.8 68 35.7 

LU .. 6 .. 19 .. 1.9 .. 21.2 

MT .. .. .. .. .. .. .. .. 

NL 7 6 9 8 13.3 5.5 67.2 50.4 

PL 10 6 31 32 21.2 17.3 247.4 14 

PT 11 5 78 5 12 2.3 40.4 0 

RO 6 6 29 14 10.9 3 2.9 0.8 

SK 10 6 103 18 9.4 1.8 50.3 20.9 

SI 9 2 60 6 14.8 0 19.9 43.6 

ES 10 10 114 28 16.8 4.7 17.9 13.2 

SE 3 3 15 15 0.7 0.6 38.5 14 

UK 6 6 13 13 1 0.7 0 0 

Mean 6.9 5.4 36.2 13.2 10.1 4.9 47.2 15.4 

Change %   -21.5   -43.7   -43.5  -44.9 

Source: According to World Bank (2005, 2012) with own calculations. 
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Unfortunately, to date there are no comprehensive data available to analyze the 

degree of mobility firms exercise in response to the reform efforts of member states. 

However, an indicator of the reagibility of firms to changes in supply of company 

law forms can be found in the German Gewerberegister (Trade register). Since 2005 

it separately provides figures for firms incorporated as British Private Company 

Limited by Shares registered in Germany. Table 3.4 below shows all businesses 

newly registered resp. deregistered in Germany from 2005 to 2011 which are either 

incorporated as a Gesellschaft mit beschrªnkter Haftung (GmbH), the ñGermanò 

private company, or as a British Private Company Limited by Shares (UK-Limited). 

On average, between 2005 and 2011 each year 5,201 companies registered as a UK-

Limited in Germany. In 2006 there was the highest share with 11% of all newly 

registered GmbHs. However, since 2007 there is a sharp decline in the registration 

of newly registered UK-Limiteds of about 27% each year.  

 

This development can be attributed to the reform of the German limited liability law. 

In 2008 an additional limited company form was introduced, the 

Unternehmergesellschaft (UG) (see table 3.1). The minimum share required is just 1 

ú, but companies are obliged to increase minimum capital to the standard minimum 

share required for a GmbH over time. As can be seen from table 3.4 the number of 

newly registered GmbH increased by 15% in 2009 compared to 2008, while being 

rather stable since then. 17% of all newly registered companies incorporated as a 

UG in 2011.  

 

Becht/Mayer/Wagner (2008) analyse the impact of the ECJôs Centros and forth 

following decisions regarding freedom of establishment for national corporate law 

forms in the EU for companiesô incorporation decisions. They test whether the 

resulting deregulation has any impact at all on companiesô decision on where to 

incorporate. To this end the authors use a data set of all limited liability companies 

newly established in the UK between 1997 and 2005, based on the UK central 

business register. With the information available there, they distinguishing between 

domestic Limiteds and non-domestic Limiteds, the latter being companies which are 

incorporated under UK company law as British Limiteds, but are intended to have 

their principal place of business outside the UK. As a proxy for classifying such 

non-domestic Limiteds, they use the state of residence of a companyôs directors. In 

this way they get a sample of 2.14 mio. limited liability companies, with 78,000 

non-domestic firms incorporated between 1997 and 2005, of which one third being a 

German Limited, that is having directors residing in Germany. Applying different 

econometric tests they find that following the ECJôs Centros decision there was a 

significantly stronger inflow of incorporations from other EU member states than 

from non-EU member states in the UK. Besides, incorporation from EU member 

states with high costs of setting up a business, particularly in respect to minimum 

shares required, were significantly higher. According to their findings, already small 

differences in minimum shares required for setting up a private company induced 

mainly small companies to incorporate in the UK. Taking this into account, they 

argue that reductions in minimum shares required in EU member states should lead 

to a decrease in the number of non-domestic Limiteds incorporating in the UK. All 
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in all, Becht/Mayer/Wagner (2008) hold horizontal regulatory competition in regard 

to corporate law form to be working in the EU. 

 

Table 3.4. GmbH and Private Company Limited by Shares in Germany (2005-2011) 

Gesellschaft mit beschrªnkter Haftung (GmbH) 

    change p.a. (in %) 

year 

newly 

registered 

companies  

 deregistered 

companies net total 

newly 

registered 

companies  

companies 

deregistered 

2005  81 415  70 605  10 810    

2006  77 530  67 490  10 040 - 5 - 4 

2007  80 277  63 096  17 181  4 - 7 

2008  82 533  65 035  17 498  3  3 

2009  94 961  70 580  24 381  15  9 

2010  95 481  68 500  26 981  1 - 3 

2011  91 610 66 251  25 359 - 4 - 3 

mean  86 258  67 365  18 893  2 - 1 

2011-UG (1)  15 423 5 103  10 320     

share of 

GmbH (%) 17     

Private Company Limited by Shares 

    change p.a. (in %) 

year 

newly 

registered 

companies  

 deregistered 

companies net total 

newly 

registered 

companies  

companies 

deregistered 

2005  6 625  1 814  4 811   

2006  8 643  3 166  5 477 30 75 

2007  7 463  4 243  3 220 -14 34 

2008  5 863  4 568  1 295 -21 8 

2009  3 632  4 916 - 1 284 -38 8 

2010  2 486  4 531 - 2 045 -32 -8 

2011  1 693 3 336 - 1 643 -32 -26 

mean  5 201  3 796  1 404 - 18  15 

(1) UG = Unternehmergesellschaft     

Total number of businesses: 3.6 mio in 2009 (source: Unternehmensregister, Statistisches 

Bundesamt ) 

Source: Statistisches Bundesamt (different years). 

 

These figures are in accordance with the findings of Becht/Mayer/Wagner (2008) as 

well as Hornuf (2011) and Braun et al. (2011). They provide additional evidence 
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that there is horizontal competition on corporate law forms taking place in the EU, 

however, this is related mostly to start-ups. 

 

Hornulf (2011) and Braun et al. (2011) confirm these findings. They also use a 

difference-in-difference approach to analyse the causal impact resulting from 

reforms in statutory laws concerning minimum share requirements in France, 

Germany, Hungary, Poland and Spain between 2003 and 2008. Applying the same 

methodology as Becht/Mayer/Wagner (2008) they find an increase in incorporations 

as well as start-ups in general in the respective countries following the reduction in 

minimum share requirement costs. 

 

In line with these findings that incorporation costs matter, although using a different 

methodology, is Hªusermann (2011). He analyses the impact of differences in 

incorporations fees for limited liability companies as compared to corporations for 

state-level data in the USA from 2004 to 2009 using OLS. He finds that differences 

in fees significantly affect the popularity of the numbers of limited liability 

companies found in a state. 

 

Whereas the studies above take into account the impact of incorporation costs on the 

decision of companies of where to incorporate, there are also some first studies 

which analyse for the US whether variation in substantive law and in legal 

infrastructure and judicial quality have an impact on companyôs incorporation 

decisions.3 Dammann/Sch¿ndeln (2008, 2010) and Kobayashi/Ribstein (2011) use a 

subset of limited liability companies in the US, concerning the years 2006 resp. 

2008. Their descriptive statistics show that Delaware is the state which attracts most 

of foreign companies for incorporation ï as it is the case in regard to publicly held 

companies. To estimate the impact of a number of independent firm- and state-level 

variables on the probability whether a company is formed in the state where it has its 

primary place of business or not, they use probit regressions. They find clear 

evidence that firm size matters, in that bigger companies show a higher probability 

to form outside the state where they have their primary place of business. However, 

there is contradicting evidence on the impact of variables regarding substantive 

rules, like protecting minority shareholders, or the quality of the judiciary. While 

Dammann/Sch¿ndeln (2008, 2010) find that higher standards of minority 

shareholder protection attract outside companies to incorporate in a state, 

Kobayashi/Ribstein (2011) find no statistically significant effects. As Gevurtz 

(2012) discusses that this might well result from omitted variable bias.  

 

Gevurtz (2012) himself performs a qualitative analysis based on 50 interviews with 

private attorneys on the motives companies have when choosing a state for 

incorporation different from their principal business location. He finds that Delaware 

is chosen due to its superior legal infrastructure and that it has advantages in the 

eyes of majority owners or managers of limited liability companies. Despite its high 

                                                                 
3 For the US there is also a broader empirical literature on the working of regulatory 

competition in regard to public held companies, see Kobayashi/Ribstein (2011) with additional 

references. 



 53 

market share in regard also to the incorporation of non-domestic limited liability 

companies, Manesh (2011) shows that Delaware holds no monopoly in this market 

as it does in the US charter market for public corporations. Accordingly, it cannot 

demand a monopoly franchise fee for limited liability companies. 

 

Both the descriptive data and the findings of the econometric studies discussed 

provide evidence that there is horizontal competition on the limited liability 

corporate law form taking place in the EU and the US. Firms react to changes in 

minimum share requirements by member states. Cost differences do influence their 

decision on where to incorporate. However, this holds primarily for newly founded 

companies. No empirical studies are available to date on the choices of company law 

forms of different member states by already established firms neither is there 

evidence in regard to SMEs doing business internationally.  

 

Intermediaries play an important role for both market sides, too. As 

Becht/Mayer/Wagner (2008) already stated, EU-wide operating law firms contribute 

in promoting foreign corporate law forms and reducing information and transaction 

costs for firms to a large degree. The same might hold true in regard to member 

statesô reform activities. The EU Commission is an important actor in monitoring 

member states in improving their business environment for start ups.  

 

Member states respond to the migration of firms to other countries, too, however 

slowly. While the jurisdiction of the ECJ introduced freedom of establishment for 

corporate law form with its rulings following its Centros decision in 1999, it took 

member states some years to implement reforms of their company law. It 

nevertheless provided on average profound reductions of the minimum shares 

required. These findings, however, imply that incentives for member states to react 

to firmsô incorporation decisions are somehow inconclusive. In some countries 

mobility of firms in incorporating in other states has been clearly stated as a main 

reason for modifying the existing domestic company law, while slow or no reaction 

at all has taken place in other countries. Besides, in regard to other factors 

influencing companiesô incorporation decisions not that much of reform activity 

seems to be exerted by the threat of firms to migrate to another jurisdiction. This is 

confirmed by the findings of the recent research on horizontal competition regarding 

limited liability companies in the US discussed above. So far, it is quite still rather 

unclear what incentives states have to engage in regulatory competition and what 

causes firms to select their preferred state of incorporation.  

 

All in all, the available empirical findings do not indicate that the ongoing horizontal 

competition is in favour of the evolution of internationalization friendly company 

law forms for SMEs in the EU. Accordingly, it does not exclude per se the 

introduction of an additional supranational form like the European Private 

Company.  
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4. Conclusions 

 

What conclusions can we draw from our discussions above on the introduction of 

the European Private Company? In section 2 we showed that neither welfare 

economics nor public choice nor evolutionary economics provide overall arguments 

against the introduction of a supranational company law form in the EU that 

supplements the already existing company forms. In section 3 we found evidence 

that in deed there is horizontal regulatory competition on company law working in 

the EU. However, so far no clear-cut conclusions in regard to the implementation of 

supranational company law forms can be drawn from this. In particular, there is no 

evidence available on whether changes in company law are directed to better address 

the needs of SMEs for internationalizing. The data provided above give only hints 

that firms do react to cost differences. But there are no indicators available as to 

whether for example the newly introduced German Unternehmergesellschaft is used 

specially for internationalization of SMEs. For example, it would allow German 

SMEs to set up a separate company by incorporating in Germany, while registering 

it and doing business in another country. In doing this, at least some of the costs of 

incorporating under a foreign law regime could be saved.  

 

To improve our knowledge on these issues, additional research is required. Since the 

empirical evidence so far is rather descriptive and limited to a small sample of cases, 

follow-up studies to that of Becht/Mayer/Wagner (2008), Hornuf (2010) and Braun 

et al. (2011) are desirable. Moreover, additional qualitative and quantitative studies 

on the supply and demand side of horizontal regulatory competition in the EU are 

necessary. For one thing, there are only first hypotheses as to the variables 

influencing SMEsô decisions on whether to incorporate in a foreign jurisdiction or 

use a domestic company law form when going international. This comes to no 

surprise as it is of only a very recent nature that choice among company law forms 

from different countries has become another variable to be controlled for by firms 

themselves. Since choice of foreign company law is affected with huge information 

asymmetries, intermediaries play an important role as match-makers. An EU-wide 

market for advice on these issues is already emerging. Internationally active law 

firms and business advisors might provide expert information both on the critical 

issues in regard to company law choice as well as a source for quantitative analysis. 

Finally, in-depth comparative studies of national company law reforms might 

provide necessary insights for forming and finally testing hypotheses as to the 

incentives of countries to actively engage in regulatory competition on company 

regimes.  
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Abstract 

 

This paper presents tests of uncovered interest parity in Croatia, the Czech Republic, 

Hungary, Poland and Romania; all countries in Central and Eastern Europe with 

floating exchange rates. Data are monthly and the trading horizon is three months. 

The estimations show that the UIP hypothesis is rejected for the full sample from 

1999 to 2011 for all five countries. A number of reasons for the rejection were 

investigated. Rolling regressions show that standard versions of the UIP essentially 

lose all explanatory power in 2008-10, which was a period in which the global 

financial crisis led to instability in currency and interest markets in Central and 

Eastern Europe. Two indicators of global risk aversion were also found to enter 

significantly in the many UIP estimations. Finally, the size of the interest rates 

spread also seems to be of importance, at least for Poland and Romania.  

 

Keywords: UIP, financial integration, global financial crisis, Central and Eastern 

Europe 
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ñUncovered interest rate parity remains a 

key assumption in international economics 

despite the massive body of empirical 

evidence against the hypothesis.ò  

A. Alexius (2001, p. 505) 

 

1. Introduction  

 

This paper presents the results of econometric analyses testing the uncovered interest 

parity (UIP) hypothesis on data from Poland, the Czech Republic, Hungary, 

Romania and Croatia. The data sample starts in 1999 or shortly afterwards and ends 

in September 2011, and as such spans a period in which the countries experienced 

both rapid economic and financial integration and also the fallout from the global 

financial crisis. The UIP hypothesis is tested for a trading horizon of three months 

using monthly data. The five countries in the sample are the main countries in 

                                                                 
1 The authors would like to thank Juan Carlos Cuestas, Kalev J»gi, Jaan Masso and Kªrt 

Toomel for valuable comments to an earlier version of the paper. All remaining errors are the 

responsibility of the authors. The views expressed are those of the authors and not necessarily 
those of Eesti Pank. 
2 Corresponding author: Eesti Pank, Estonia pst. 13, 15095 Tallinn, Estonia. Tel.: +372 

6680964. E-mail: fabio.filipozzi@eestipank.ee. 
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Central and Eastern Europe having floating or essentially floating exchange rate 

regimes during the sample period.3 Poland, the Czech Republic and Hungary joined 

the European Union in May 2004 and Romania in January 2007, while Croatia was 

in the final stages of membership negotiations at the time of writing in August 2011.  

 

The hypothesis of uncovered interest parity rests on the idea that arbitrage leads to 

equalisation of the return on assets or liabilities in the domestic currency and the 

expected return on comparable assets or liabilities in a foreign currency. Testing the 

UIP hypothesis may thus provide information as to whether the exchange and 

interest markets under consideration function so that all the gains from trade are 

exploited, i.e. whether the markets are efficient. In practice, however, divergence 

between domestic and expected foreign returns may also be due to issues such as 

transaction costs, different risk profiles and non-symmetric tax treatments.  

 

This paper presents tests of the UIP hypothesis for Croatia, the Czech Republic, 

Hungary, Poland and Romania. Section 2 provides a survey of empirical studies of 

the UIP hypothesis with a particular focus on studies dealing with countries in 

Central and Eastern Europe (CEE). There are only a very limited number of studies 

that examine the UIP hypothesis for Central and East European countries, 

particularly studies which use data covering the EU accession and the global 

financial crisis. The CEE countries liberalised their capital markets and removed 

their remaining exchange rate restrictions before joining the EU (European 

Commission 2010a). Many of the countries experienced substantial capital inflows 

in the years immediately before and after accession to the EU, just to see a reversal 

of the flows in 2008-09 following the global financial crisis (Jevcak et al. 2011). It is 

a largely un-researched question whether these abrupt changes in capital flows have 

affected the relationship between exchange rates and interest rates in the CEE 

countries. 

 

Testing the UIP hypothesis for the CEE countries is also important because 

households and firms in many countries in the region have borrowed extensively in 

foreign currencies, mostly the euro and the Swiss franc (Rosenberg & Tirpak 2008). 

In essence borrowers expect that borrowing in a foreign currency is cheaper than 

domestic currency borrowing, meaning they have bet that the UIP will not hold 

within the horizon of the loan contract. Speculators without an underlying motive of 

borrowing or saving have also taken positions, carry trade, in the currencies of the 

CEE countries. Rosenberg & Tirpak (2008) and Brzoza-Brzezina et al. (2010) find 

that the interest differential between domestic and foreign rates is an important 

determinant of borrowing and saving in foreign currencies in the CEE countries.4  

                                                                 
3 The study excludes countries with fixed exchanges and countries that adopted the euro during 

the sample period. 
4 Batini & Dowling (2011) use a UIP framework to decompose exchange rate movements 

between major currencies and the US dollar into shocks stemming from US monetary policy 
and other sources. The sharp depreciation of most of the sample currencies against the US 

dollar during the global financial crisis cannot be attributed to changes in the interest rate 

spread, but rather to changes in the risk premia. The subsequent appreciation of many of the 
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This paper seeks to contribute to the empirical literature on the UIP by investigating 

its empirical validity in the main CEE countries that have a floating exchange rate. 

The paper tests the UIP hypothesis using individual regressions for each of the five 

CEE countries. As typically found in the literature, the UIP holds better for some 

countries than for others and better in some periods than in others. The paper 

investigates factors that may explain the variation across countries and across time, 

linking the findings to the different stages of convergence attained in the countries 

and to the global financial crisis that unfolded in 2007-2009.  

 

The rest of the paper is organised as follows: Section 2 discusses the theoretical 

foundation of the UIP hypothesis. Section 3 surveys a number of empirical studies 

with a particular emphasis on the CEE countries. Section 4 documents the data and 

shows the results of unit root tests. Section 5 presents the baseline estimations using 

the full sample available. Section 6 contains the estimations when structural change 

is identified using rolling windows. Section 7 considers whether there are non-linear 

effects. Section 8 shows the results when different proxies of external determinants 

of the risk premium are included. Finally, Section 9 summarises the results.  

 

2. The theory of uncovered interest parity 
 

The theory underlying the Uncovered Interest Parity is fairly simple as it builds on 

the assumption of arbitrage equalising expected returns in different markets (Levi 

2005, Ch. 8).  

 

Consider the investment decision of an investor who at time t seeks to invest a sum 

for a period of m time units. Assuming that the interest rate is constant and equal to 

mti ,  for the entire investment horizon, the gross return from investing domestically 

is mti ,1+  per time unit leading to m
mti )1( ,+  compounded during the m periods of 

the investment. The sum can alternatively be exchanged at the spot exchange rate 

tS  and invested abroad at the interest rate *
,mti . The foreign denominated gross 

return after m periods is t
m

mt Si /)1( *
,+  and this sum can be exchanged into domestic 

currency at the exchange rate mtS+ . 

 

In practice the exchange rate m periods ahead is unknown, so the investor will have 

to form expectations for this exchange rate. The variable e
mtS+  denotes the 

expectation in period t  for the exchange rate in period mt+ . A risk-neutral 

investor would be indifferent as to whether to invest in the domestically 

denominated asset or in the foreign denominated asset if the expected returns are 

identical, i.e. if uncovered interest parity holds:  

 

                                                                                                                                        
currencies may partly reflect the carry trade exploiting low US interest rates and higher interest 

rates in other countries. None of the CEE countries are included in the sample. 
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This condition is usually log-linearised. We adopt the notation e
mtm S+D log  = 

t
e

mt SS loglog -+ , which is approximately the relative change in the exchange rate 

over the m-period horizon of the investment. The variable e
mtm S+D log  is positive if 

the investor expects that the domestic currency will depreciate from period t to 

period t + m and negative if the investor expects that the domestic currency will 

appreciate. Using this notation eq. (1) becomes:  

 

)1log()1log(
log *

,, mtmt

e
mtm ii

m

S
+-+=

D +  (2) 

 

Using the approximations )1log( ,, mtmt ii +º  and )1( *
,

*
, mtmt ii +º  and lowercase st to 

denote the logarithm of the exchange rate, i.e. )log( tt Ss =  and )log( e
mt

e
mt Ss ++ = , 

the version of the UIP in eq. (2) can be rewritten as:  

 

*
,, mtmt

e
mtm ii

m

s
-=

D +  (3) 

 

The left-hand side is the annualised average expected capital gain from the foreign 

currency investment. The right hand side is the spread between the domestic and 

foreign interest rates. The upshot is that a positive spread is consistent with the UIP 

hypothesis only if the spot rate is expected to depreciate in the way given in eq. (3), 

i.e. investment in the foreign denominated asset will only take place if the positive 

interest spread is compensated for by a corresponding capital gain.5  

 

Eq. (3) can be tested empirically if a measure of the expected spot exchange rate m 

periods ahead is available, for instance from surveys or market data. A more 

common methodology, however, is based on the assumption of rational 

expectations, i.e. mse
mtm /+D  = mtmtm ms ++ e+D / , where 0][E =e+mtt , i.e. the 

mathematical expectation of mt+e  is zero, conditional on information in period t. 

This empirical version of the UIP is:  

 

mtmtmt
mtm ii

m

s
+

+ e+-=
D *

,,  (4) 

 

                                                                 
5 The domestic interest rate that is consistent with UIP follows directly from Eq. (3), i.e. 

msii e
mtmmtmt /*

,, +D+= . 
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A simple empirical methodology for a test of the UIP hypothesis entails estimation 

of the following standard UIP regression model:  

 

mtmtmt
mtm ii

m

s
+

+ e+-b+a=
D

)( *
,,  (5) 

 

Eq. (5) is the model used in most estimations in the paper. The UIP corresponds to 

the joint null hypothesis that the constant Ŭ = 0, the slope coefficient ɓ = 1 and 

0][E =e+mtt ; the UIP hypothesis cannot be rejected if none of these conditions can 

be rejected.6 Three comments are appropriate: 

 

First, the assumption that 0][E =e+mtt  implies that the residuals are serially 

uncorrelated if the investment horizon coincides with the sampling frequency. If, 

however, the investment horizon exceeds the investment frequency (as would be the 

case with, for instance, monthly data and a quarterly investment horizon), 

overlapping data emerge and the residual will be subject to serial correlation of order 

m ï 1 even if 0][E =e+mtt  is satisfied for the investment horizon (Baillie & 

Bollerslev 2000).  

 

Second, the test implies essentially a joint test of several hypotheses, including the 

hypothesis that arbitrage equalises the expected currency gain and the interest rate 

differential and the hypothesis that investors have rational expectations (Alper et al. 

2009). If Ŭ = 0 and ɓ = 1 cannot be rejected (in a model with non-serially correlated 

residuals), it is reasonable to assume that both hypotheses are satisfied. Rejection 

implies that the UIP does not hold, but the underlying reason (such as absence of 

arbitrage trades or non-rational expectations) cannot be identified right away.  

 

Third, the test entails the estimation of one coefficient of the interest spread 
*
,, mtmt ii - , not separate coefficients for each of the interest rates. The implicit 

assumption is that the investors react only to the interest rate spread, i.e. in similarly 

sized but opposing ways to each of the two interest rates (Mehl & Cappiello 2007). 

In practice, the assumption is convenient as it typically implies that the interest 

spread 
*
,, mtmt ii - is stationary, but this may not be the case for each interest rate 

considered individually.  

 

The theoretical model in eq. (3) and the empirical model in eq. (5) are based on the 

assumption that the investors are risk-neutral and do not require a risk premium to 

hold one currency or the other. This assumption is unrealistic in practice insofar as 

investors are risk averse. A constant risk premium can be included by allowing the 

                                                                 
6 Fama (1984) suggests a narrower test of the UIP hypothesis, essentially testing whether the 
forward rate is an unbiased estimator of the future exchange rate. The Fama regression entails 

that the forward premium is regressed on the future exchange rate change and a slope 

coefficient of one is interpreted as confirmation of the efficient market hypothesis. 
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constant Ŭ to differ from zero.7 This assumption might be too restrictive if the risk 

premium is non-constant, but it would then be necessary to model the risk premium. 

The presence of a risk premium ï and in particular a non-constant risk-premium ï 

does not contradict the UIP hypothesis per se, but it complicates the empirical 

testing as it requires that the risk premium can be identified empirically.  

 

Beyond the presence of a risk premium, it is possible to point out a number of 

factors which would entail that eq. (3) would not hold (Levi 2005, Ch. 8): 

¶ Financial markets may not be fully integrated because of regulation, 

institutional barriers or undeveloped trading possibilities (lack of instruments). 

In this case, the trades needed to arbitrage different expected returns may not be 

available.  

¶ Illiquidity or thin markets may lead to market inefficiency as prices may not 

reflect available information. Illiquidity creates more risks and complicates 

arbitrage trades, but this may not play a major role in currency markets with 

large turnovers.  

¶ Transaction costs may make it unprofitable to execute trades that exploit small 

deviations from the UIP.  

¶ Information costs may be high, in part because information is needed for 

expectations about exchange rate movements to be formed.  

¶ Investors in exchange and interest markets may not have fully rational 

expectations. Investors may use mechanical or momentum-based trading 

strategies, essentially disregarding the available information.  

¶ Liquidity preference may favour investment in domestic currency assets, as 

investment in foreign currency assets may be more difficult to wind down if 

there is a sudden need for liquidity in the domestic currency. 

¶ The asymmetric tax treatment of interest returns and returns from capital gains 

(here stemming from exchange rate changes) may mean that the strict UIP 

hypothesis which does not take account of taxation would not hold. 

 

3. Empirical studies 

 

The uncovered interest parity hypothesis has been tested empirically for a long time, 

but better financial data have continuously expanded the possibilities for testing. We 

will briefly discuss the results of studies using datasets covering developed 

economies, emerging market economies and countries in Central and Eastern 

Europe.  

 

Meese & Rogoff (1983) is an influential early study showing that the interest rate 

spread has essentially no predictive power for the future exchange rate movements 

of the US dollar when evaluated on data from the 1970s.  

 

                                                                 
7 If the exchange rate is expected to remain constant ( 0/ =D + mse

mtm ) and Ŭ > 0, the domestic 

interest rate mti ,  must exceed the foreign currency interest *
,mti  in order for UIP to hold. 
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A range of empirical studies have subsequently examined the UIP hypothesis using 

different currency and time samples and different econometric methods. Froot & 

Thaler (1990) survey 75 published estimates and conclude that the strict version of 

the UIP hypothesis is rejected in almost all cases. Similar conclusions have been 

reached in other subsequent survey papers (e.g. Engel 1996, Alexius 2001). The 

consistent finding that the estimated slope coefficient is far below one and often 

negative has been labelled the forward premium anomaly (Froot & Thaler 1990, 

Booth & Longworth 1986, Olmo & Pilbeam 2011). 

 

Most studies are based on data with investment horizons of one month, three months 

or six months as such data are readily available. Studies suggest, however, that the 

UIP may hold better at longer investment horizons. Chinn & Meredith (2004) study 

the empirical validity of the UIP hypothesis for the currencies of the G7 countries 

using a sample from 1983 to 2000. For short investment horizons, the UIP is 

rejected in all cases, but when the UIP regression is estimated using 5 or 10 year 

horizons, the slope coefficient is always positive and in many cases not statistically 

different from one.8 Qualitatively similar results are obtained by Alexius (2001) and 

Mehl & Cappiello (2007) although the UIP hypothesis is still rejected for some 

countries.  

 

The time sample also seems to be of importance, which is unsurprising given that 

financial markets and regulatory schemes change over time. Lothiana & Wu (2011) 

use a sample of 200 years and consider the UIP hypothesis between the dollar and 

sterling and between the franc and sterling. They find that the slope estimate ɓ 

typically is positive although far from one until 1980, but then turns negative for 

most periods after that. It is argued that the limited support for the UIP hypothesis is 

the result of expectations that ex-post are wrong for extended periods of time. Flood 

& Rose (2002) reach different conclusions using data from the 1990s and a broad 

sample of high-income and emerging economies. Estimation of standard UIP 

regressions leads to the conclusion that the hypothesis received more support from 

their data from the 1990s than from earlier data, although the overall conclusion is 

still negative as spelled out in the title: ñUncovered interest parity in crisisò. 

 

Baillie & Bollerslev (2000) suggest that the forward premium anomaly can, at least 

partly, be explained by the different time series properties of the variables in the 

standard UIP regression. The relative exchange rate change ( ms mtm /+D ) is close to 

a random walk (at least at relatively high frequencies), while the interest rate spread 

(
*
,, mtmt ii - ) typically exhibits substantial persistence (but not a unit root). Baillie & 

Bollerslev (2000) simulate data based on these characteristics and show that the 

resulting slope, although centred around one, exhibits a very high variance. The 

upshot is that estimations with relatively few observations are likely to produce 

                                                                 
8 The finding that the UIP hypothesis generally holds better for long investment horizons than 
for short horizons can be related to the peso problem (Froot & Thaler 1990). In this context, the 

peso problem implies that adjustments of the exchange rate to the UIP may occur in discrete 

and infrequent steps of substantial magnitude. 



 65 

coefficient estimates that are sensitive to sample changes and that may differ 

significantly from one even if the UIP is in fact satisfied.  

 

It is typically found that the UIP holds better for cases where the interest rate spread 

is substantial and less well for cases where the interest rate spread is small. Mehl & 

Cappiello (2007) find that UIP relations estimated for some high-income and 

emerging market economies exhibit non-linearities. They estimate a smooth 

transition regression implying different marginal effects of the interest rate spread 

when the interest rate spread is small and when it is large. The upshot is that the 

standard linear model mixes the effects of different regimes. Using data for selected 

European currencies, Lothiana & Wu (2011) find more support for the UIP 

hypothesis in periods in which the interest rate spread is large. This result seems 

intuitively reasonable as factors such as risks and transaction costs may not warrant 

arbitrage trading if the returns from such trades are limited (Froot & Thaler 1990).  

 

Alper et al. (2009) survey the literature on UIP testing in emerging market 

economies. On the one hand, the high trend inflation observed in many emerging 

markets facilitates the forecasting of exchange rate developments and therefore 

makes it more likely that the UIP hypothesis does hold. On the other hand, structural 

breaks and uncertainties are likely to be more pronounced in emerging markets, 

which would suggest that the UIP does not hold. Empirical studies confirm that UIP 

estimations frequently exhibit different properties for emerging markets and for 

high-income economies. Alper et al. (2009, p. 123) conclude that ñéidentifying and 

modelling structural breaks provide room for improvement for further research on 

the UIP condition for [emerging markets]ò. Bansal & Dahlquist (2000) provide an 

explicit comparison of results for high-income and emerging market economies and 

conclude that the UIP is more likely to hold for emerging markets than for high-

income economies. Different per capita GNP, average inflation and inflation 

volatility are factors that may explain the different results. 

 

Only a small number of studies have examined the empirical validity of the UIP 

hypothesis for countries in Central and Eastern Europe. Brasili & Sitzia (2003) 

estimate panel models based on CEE data in which future exchange rate changes are 

explained by the interest rate spread and a range of other factors that may be 

considered proxies of the risk premium. The spread is not statistically significant in 

a specification in which it enters linearly, but a non-linear transformation of the 

spread attains statistical significance, suggesting that non-linearities play an 

important role. Ho & Ariff (2009) also use a panel explaining the future exchange 

rate change with many variables along with the interest rate spread. A range of 

specifications all produce positive and statistically significant coefficients to the 

interest rate spread for the sample of Eastern European countries, but the coefficients 

vary substantially across different specifications. The use of panel data in these two 

studies precludes the estimation of country-specific coefficients of the interest rate 

spread.  

 

Mansori (2003) compares results for the Czech Republic, Hungary and Poland from 

1994 to 2002 with results for a number of West European countries. There is more 
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support for the UIP hypothesis for the three East European countries, especially the 

Czech Republic and Hungary, than for the West European countries. The results for 

the CEE countries are however very sensitive to changes in the time sample, 

possibly as a result of the convergence processes underway during the period 

analysed. Horobet et al. (2009, 2010) estimate standard UIP regressions for eight 

countries, including four from Central and Eastern Europe using monthly data from 

2006 to 2009. The estimated slope coefficients are positive in all cases, but neither 

economically nor statistically different from zero. This result seems to hold whether 

or not exchange market volatility is taken into account.  

 

4. Data and unit root tests  

 

This section provides an overview of the dataset and the main features of the series 

for the five sample countries, Croatia, the Czech Republic, Hungary, Poland and 

Romania. The samples vary across the five countries but generally span a bit more 

than a decade, starting in 1999 and ending in September 2011. The five countries all 

had floating exchange rates during this period, although Poland formally used 

managed devaluations until April 2000 and Hungary used different corridors until 

2008.9  

 

The analyses are undertaken for positions with a 3-month horizon, implying that the 

returns from the currency exposure and the interest rate differential are both 

calculated for a 3-month holding period. As discussed in the literature survey in 

Section 3, the results may vary with the investment horizon, but the 3-month horizon 

has been chosen because the 3-month money market is one of the most liquid 

segments of the market. 

 

The five countries saw increased integration with Western Europe, and in particular 

with the euro area, during the sample period. The reference area is therefore taken to 

be the euro area: the exchange rates are in units of local currency per euro and the 

interest rate spreads of the local interest rate are against the Euribor rate. It is 

noticeable that the countries considered here were at different stages of their 

processes of convergence with Western Europe during the sample period.10 

 

                                                                 
9 The Hungarian bands changed frequently before they were finally removed in February 2008. 

Until May 2001, the managed devaluation was based on a ñdaily rate of devaluationò against, 

in 1999, a basket (30 percent USD, 70 percent EUR) and, thereafter, the euro. The band around 
the central rate of the devaluation path was +/ï 2.25 percent. From May to October 2001 the 

band around the central rate was increased to +/ï 15 percent. From October 2001 the central 

parity was fixed at 276.1 HUF/EUR and in June 2003 to 282.36 HUF/EUR, while the band 

remained at +/ï 15 percent. 
10 For an overview of the stages of convergence, see the European Commission (2010a, 

2010b). Different indicators can be used to assess the degree of convergence of the CEE 
countries with Western Europe. European Commission (2010a, 2010b) asserts that the 

convergence process in Romania and Croatia has been slower than that in the other three CEE 

countries in our sample. 
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Most of the estimations are based on only two variables, cf. eq. (5).11 The variable 

FX_CHG is the percentage change of the spot exchange rate over a 3-month period, 

where the exchange rate denotes units of local currency per euro at the end of 

month. A positive value of FX_CHG indicates a depreciation of the local currency 

against the euro over the 3-month period; a negative value indicates an appreciation. 

The variable INT_SP is the annualised interest spread between a 3-month domestic 

currency deposit and the 3-month Euribor.  

 

The available sample of data varies across the countries. For Croatia, the series on 

the nominal exchange rate starts in November 1999, implying that the 3-month 

FX_CHG variable starts in February 2000. For Poland, the local 3-month interest 

rate is available from the beginning of 2001. Table 1 reports summary statistics of 

the exchange rate changes and the interest rate spreads for the five sample countries. 

 

Table 1. Descriptive statistics for 3-month exchange rate change and 3-month 

interest rate spread 

FX_CHG Mean Median Max. Min.  Std. Dev. Obs. 

Croatia -0.20 -0.51 17.09 -20.97 6.46 140 

Czech Republic -2.94 -4.24 60.48 -23.00 12.15 153 

Hungary 1.99 2.04 63.03 -47.54 18.54 153 

Poland 2.39 -0.97 98.36 -37.77 25.06 129 

Romania 9.26 6.90 76.87 -32.82 21.12 153 

       
INT_SP Mean Median Max. Min.  Std. Dev. Obs. 

Croatia 3.30 2.74 11.05 -0.05 2.50 140 

Czech Republic 0.36 0.15 5.04 -1.35 1.25 153 

Hungary 6.19 5.71 12.97 2.66 2.52 153 

Poland 3.70 3.27 13.03 0.66 2.62 129 

Romania 22.75 13.00 145.07 2.38 26.58 153 

 

Figure 1 depicts the nominal exchange rate of each Eastern European country 

against the euro from the beginning of 1999 and until December 2011. The first 

thing to notice is that the exchange rate dynamics vary considerably across the five 

sample countries. The currencies of Croatia and the Czech Republic have tended to 

appreciate against the euro, while the currency of Romania has tended to depreciate. 

The currencies of Hungary and Poland have been relatively stable with exchange 

rates fluctuating around a relatively constant level. 

 

                                                                 
11 The variables are calculated based on Ecowin source data. 
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Figure 1. Nominal exchange rate of local currency against euro. 

 

The different exchange rate development across the sample countries is the result of 

many factors. The process of integration into EU structures, and the associated 

confidence effects, has affected the exchange rate dynamics in the Central and 

Eastern European countries. The speed of and commitment to integration has 

differed across the countries.12 The main message for our analyses is that there is no 

ñCentral and Eastern European blockò with closely co-moving exchange rates; the 

exchange rate developments are fundamentally different across the five sample 

countries.  

 

Figure 2 depicts the 3-month annualised change of the exchange rate against the 

euro. The series are very volatile, which suggests that, for the UIP to hold, the 

interest rate differential between the country and the euro area would also have to be 

volatile. 

                                                                 
12 The Romanian case is noticeable because the period from 2003 to 2005 represents a political 

and economic regime switch. During this period Romania joined the Council of Europe and the 
WTO, and became an associated member of the European Union. These steps were part of the 

process of stabilising the political and economic situation in the country, and helped to increase 

the confidence of financial markets in the Romanian economy (European Commission 2010a). 



 69 

Croatia

-25

-20

-15

-10

-5

0

5

10

15

20

99 00 01 02 03 04 05 06 07 08 09 10 11

Czech Republic

-30

-20

-10

0

10

20

30

40

50

60

70

99 00 01 02 03 04 05 06 07 08 09 10 11

Hungary

-60

-40

-20

0

20

40

60

80

99 00 01 02 03 04 05 06 07 08 09 10 11

Poland

-40

-20

0

20

40

60

80

100

99 00 01 02 03 04 05 06 07 08 09 10 11

Romania

-40

-20

0

20

40

60

80

99 00 01 02 03 04 05 06 07 08 09 10 11  

Figure 2. Annualised changes of local currency versus euro over 3-month period, %. 

 

Figure 3 reports the spread between the local 3-month interbank interest rate and the 

3-month Euribor. The volatility of the interest rates spread is much smaller than the 

volatility of the foreign exchange rate changes on the same horizon.  
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Figure 3. Annualised interest rate spreads on 3-month deposits, %. 

 

The time series properties of the exchange rate changes and the interest rate spreads 

have been examined by means of Augmented Dickey-Fuller tests. Given that the 

variables are either changes in percentage terms (for currency pairs) or spreads 

(interest rates), the test is performed at the level of the variables and an intercept, but 

no time trend, is included in the estimations. The number of lags used is chosen by 

means of the Schwartz selection criterion. The results are reported in Table 2. The 

hypothesis of a unit root can be rejected in all cases; the series are I(0) for all five 

sample countries.  
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Table 2. Augmented Dickey-Fuller unit root tests 

FX_CHG 1% C.V. 5% C.V. 10% C.V. Statistic Prob. Process 

Croatia -3.479 -2.883 -2.578 -7.831 0.000 I(0) 

Czech Republic -3.475 -2.881 -2.577 -5.225 0.000 I(0) 

Hungary -3.475 -2.881 -2.577 -6.969 0.000 I(0) 

Poland -3.482 -2.884 -2.579 -5.161 0.000 I(0) 

Romania -3.475 -2.881 -2.577 -4.495 0.000 I(0) 

       
INT_SP 1% C.V. 5% C.V. 10% C.V. Statistic Prob. Process 

Croatia -3.477 -2.882 -2.578 -3.476 0.010 I(0) 

Czech Republic -3.474 -2.880 -2.577 -3.767 0.004 I(0) 

Hungary -3.473 -2.880 -2.577 -2.745 0.069 I(0) 

Poland -3.482 -2.884 -2.579 -4.352 0.001 I(0) 

Romania -3.477 -2.882 -2.578 -3.963 0.002 I(0) 

Note: C.V. denotes critical value. 

 

5. Uncovered interest parity 

 

We start by rewriting eq. (5) using our empirical notation in which a bracket after 

the variable name is used to indicate a time shift (in month) of the variable: 

 

FX_CHG(3) = Ŭ + ɓĿINT_SP + Ů(3) (6) 
 

Eq. (6) is estimated for each country individually using OLS. The results are 

reported in Table 3. The choice of a 3-month investment horizon but monthly data 

leads to first- and second order-autocorrelation of the residuals. We therefore report 

Newey-West robust standard errors. The strict version of the UIP holds if Ŭ = 0 and 

ɓ = 1 and the residuals do not exhibit serial correlation of the third or a higher order. 

The table reports the F-statistics for the Wald test of the joint hypothesis Ŭ = 0 and ɓ 

= 1. Examination of the residuals reveals the existence of autocorrelation of first and 

sometimes second order, but never of higher orders. 

 

The estimation results reveal that the coefficients of determination, R2, of all the 

regressions are extremely low. This is not surprising in light of Figures 2 and 3 and 

is found in all tests of the UIP hypothesis (Flood 1996). The foreign exchange return 

is much more volatile than the interest rate spread, which limits the ability of the 

interest rate spread to explain the foreign exchange change. 
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Table 3. UIP estimation results (OLS) 

 aĔ bĔ F-stat R2 Sample Obs. 

Croatia 
1.401 

(0.888) 

-0.486**  

(0.210) 

31.660 

[0.000] 
0.035 

2000:02-

2011:09 
140 

Czech Republic 
-2.447 

(1.718) 

-1.380 

(0.972) 

9.492 

[0.000] 
0.020 

1999:01-

2011:09 
153 

Hungary 
9.546* 

(5.706) 
-1.220* 
(0.711) 

10.120 
[0.000] 

0.028 
1999:01-
2011:09 

153 

Poland 
3.658 

(6.479) 

-0.342 

(1.319) 

0.642 

[0.528] 
0.001 

2001:01-

2011:09 
123 

Romania 
2.023 

(3.290) 

0.308***  

(0.087) 

47.944 

[0.000] 
0.148 

1999:01-

2011:09 
153 

Note: Newey-West standard errors are shown in round brackets. Superscripts ***, **, * denote that 

the coefficient estimate is statistically different from 0 at the 1, 5 and 10% level of significance 

respectively. The null hypothesis of the F-test is that Ŭ = 0 and ɓ = 1; the p-value is shown in 
square brackets.  

 

The estimated slope coefficients in Table 3 are different from 1 at the 1% level of 

significance for all five sample countries. For all countries except Romania, the 

coefficients are also negative, which is in accordance with the forward premium 

anomaly found in many other studies (cf. Section 3). For Romania, the estimated 

coefficient is positive and significantly different from zero (but also significantly 

different from one). This would be consistent with the finding that the UIP 

hypothesis is more likely to hold when the interest rates spread is large (Froot & 

Thaler 1990, Mehl & Cappiello 2007, Lothiana & Wu 2011). It follows from Figure 

3 that the spread between the Romanian 3-months interest rate and the 3-months 

Euribor rate was in the double digits until 2005 and also afterwards remained much 

higher than for the other sample countries. The large interest spread reflects that 

Romania has experienced a more prolonged convergence process the other sample 

countries. 

 

The estimated constant terms are, with the exception of the Czech Republic, 

positive, but statistically significantly different from 0 only for one country. As 

already noted, this coefficient should indicate the presence of either a risk premium 

or barriers to entry. While it is probable that barriers to entry or other parts of the 

regulatory landscape do not change very often, previous research and anecdotal 

evidence (again, from the recent financial crisis) indicates that the risk premium 

varies across time and economic cycles, and therefore to model them as a constant 

would be to impose a tight constraint on the model.13 

 

                                                                 
13 The residuals generally exhibit some heteroskedasticity. To assess the impact, we estimated 
eq. (6) using a GARCH specification. Although the GARCH coefficients are statistically 

significant in many cases, the effects on the estimated Ŭ and ɓ and the explanatory power of the 

regressions are modest. 
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The F-statistics reported in Table 3 shows that Poland is the only country for which 

the null hypothesis cannot be rejected. The Polish case is predicated by the fact that 

the standard errors of the two coefficient estimates are very high for this country. 

For all other countries in the sample, the joint hypothesis that Ŭ and ɓ take values in 

accordance with the UIP is rejected. 

 

6. Uncovered interest parity across time  

 

The test of the UIP in Section 5 is undertaken on the entire available time sample 

from the turn of the century to September 2011. The recent global financial crisis 

has, however, provoked very sharp reactions in inter alia foreign exchange and 

interest markets. Eastern European countries largely escaped the first part of the 

crisis (the ñsub-primeò phase from summer 2007), but the default of Lehman 

Brothers in September 2008 affected the region greatly. This is also shown by 

Figures 1 and 3, in which sudden depreciations of the currencies against the euro 

and a jump in the spreads between local interest rates and the Euribor are evident. 

 

In order to shed further light on the impact on the UIP of the global financial crisis, 

and more generally to shed light on the time dimension, we undertake rolling 

windows estimations with samples of monthly observations for five years. The 

estimations are based on eq. (6), i.e. the simple linear version of the UIP. Figure 4 

shows the coefficient of determination, while Figures 5 and 6 show the estimated 

constants and slope coefficients for the five countries. For all three figures, the date 

reported on the horizontal axis indicates the end of the sample.  
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Figure 4. Coefficient of determination, 5-year rolling windows. 

 

Figure 4 reveals that the explanatory power of the regressions is always very low for 

Poland and Croatia, but relatively high before the crisis for the three other countries. 
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This could be an indication that Poland and Croatia may have been more ñclosedò or 

insulated from external influences than the other three countries in the sample 

(Jevcak et al. 2011). Moreover, when the windows consist largely of the period 

around the global financial crisis, the simple UIP specification (without crisis 

indicators and with fixed coefficients) basically has no explanatory power for the 

five sample countries.  

 

Further insights into developments before and after the global financial crisis hit the 

region can be gained from Figures 5 and 6. The coefficient estimate and +/ï 2 times 

the Newey-West standard errors are depicted in each figure. The estimated constants 

and slopes for all the sample countries display extreme variation. This could be due 

to the relatively short span of the sample (five years for each rolling regression), or 

to an inherent instability in the relation between interest rate spreads and currency 

returns (Baillie & Bollerslev 2000). 
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Figure 5. Estimated constants, 5-year rolling windows. 
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Figure 6. Estimated slope coefficients, 5-year rolling windows. 

 

The UIP specifications exhibit some explanatory power for the Czech Republic, 

Hungary and Romania in the pre-crisis period. For the Czech Republic the constant 

was close to zero and the slope was negative. The absolute value of the slope 

estimate is extremely large when the period 2000-2001 is included in the sample; 

this was a period in which the Czech koruna appreciated rapidly. For Hungary the 

slope estimate is also negative (below -1), while the constant is positive. For 

Romania the slope is positive and the constant is negative. Moreover, the slope is 

close to one for all of the period before 2007 but turned negative later. This suggests 

that the UIP was satisfied in the transition period when the interest spread was very 

high, but not in later periods when the spread was reduced.  

 

The conclusion from the estimations in Sections 5 and 6 is that the UIP has limited 

empirical validity in the sample of CEE countries. Still, there are noticeable 

differences across the sample countries and across different time samples. The rest 

of the paper examines a number of possible reasons for these findings. Transaction 

costs may limit arbitrage when the interest rate spread is small (Section 7) and the 

risk premium may be time-varying (Section 8).  
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7. Non-linearities  

 

The size of the interest rate spread may affect whether or not the UIP hypothesis is 

supported. Transaction and information costs are likely to keep investors from 

exploiting deviations from the UIP when the interest rate spread is small, but not 

when the spread is high (Froot & Thaler 1990). The conjecture has some empirical 

support (Mehl & Cappiella 2007, Lothiana & Wu 2011). 

 

The extreme volatility of the FX_CHG variable has made us pursue a simple and 

robust way to model the presence of different regimes for different levels of interest 

rate spreads. We separate the interest spread into two series. Taking the average 

spread over the sample for each country, two series of interest rate spreads are 

computed: the variable INT_SP_LO equals the spread when the spread is lower than 

the average, and zero otherwise; the variable INT_SP_HI equals the spread when the 

spread is higher than the average, and zero otherwise. Both spread variables are 

included in the UIP specification: 

 

FX_CHG(3) = Ŭ + ɓLOĿINT_SP_LO + ɓHIĿINT_SP_HI + Ů(3) (7) 
 

The results of the regressions are reported in Table 4. The results are as expected for 

Poland and Romania; the slope coefficients for high interest rate spreads are in both 

cases positive and statistically different from zero, while the coefficients for low 

spreads are statistically insignificant. The results are inconclusive for the other three 

countries; the slope coefficients of the high interest rate spreads are negative and the 

coefficients are generally estimated imprecisely. Overall, Table 4 provides some 

support to the hypothesis that the UIP should hold better when the interest rate 

spread is large than when it is low, at least for Poland and Romania.  

 

Table 4. UIP estimation results, high and low interest rate spread variables  

 aĔ LOĔb  
HIĔb  F-stat R2 Sample Obs. 

Croatia 
2.181 

(1.355) 

-0.969 

(0.729) 

-0.553**  

(0.225) 

21.459 

[0.000] 
0.041 

2000:02-

2011:09 
140 

Czech Republic 
-1.905 
(1.680) 

0.107 
(3.328) 

-1.743* 
(0.955) 

6.195 
[0.000] 

0.023 
1999:01-
2011:09 

153 

Hungary 
8.979 

(9.084) 

-1.073 

(1.894) 

-1.163 

(0.934) 

7.543 

[0.000] 
0.028 

1999:01-

2011:09 
153 

Poland 
1.445 

(5.111) 

0.221 

(0.497) 

0.464 

(0.221) 

4.936 

[0.002] 
0.080 

2001:01-

2011:09 
129 

Romania 
5.790 

(4.523) 

-0.113 

(0.462) 

0.266***  

(0.089) 

34.744 

[0.000] 
0.156 

1999:01-

2011:09 
153 

Notes: OLS estimation. Newey-West standard errors are shown in round brackets. Superscripts 
***, **, * denote that the coefficient estimate is statistically different from 0 at the 1, 5 and 10% 
level of significance respectively. The null hypothesis of the F-test is that Ŭ = 0, ɓL = 1and ɓH = 

1; the p-value is shown in square brackets.  
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We have also implemented two other specifications of the non-linear relation from 

the interest spread to the foreign exchange rate change (results not shown). One 

approach was the smooth transition model of Granger & Terªsvirta (1993), but we 

generally had problems estimating the non-linear relation. Another approach was to 

use a Taylor order approximation up to the third order of the Granger & Terªsvirta 

model and then to estimate coefficients to all the included powers. In many cases the 

estimated coefficients attained implausible sign and size and the R2 of the 

regressions did not change from the base case (results not shown). In conclusion, 

non-linearities seem to play only a minor role for the UIP estimations, i.e. 

transaction and information costs are unlikely to be behind the weak support of the 

UIP for the CEE countries. 

 

8. Risk aversion and financial instability 

 

A possible explanation for the low explanatory power of the UIP estimations is that 

the risk premium is in fact not constant. We include different proxies of the risk 

premium.  

 

We start by including the VIX index as a proxy of the risk premium. The VIX index 

is an implied volatility index calculated from option prices on the S&P500 equity 

index and is often seen as a main indicator of risk aversion in global financial 

markets. A higher value of the VIX index is tantamount to larger financial 

uncertainty. We include VIX as an additional explanatory factor in the empirical 

UIP specification:  

 

FX_CHG(3) = Ŭ + ɓĿINT_SP + ɔĿVIX + Ů(3) (8) 
 

The results are reported in Table 5. While the R2 of the estimations do not improve 

markedly, the coefficient of VIX is positive for all the countries and also statistically 

significant for Croatia and Romania. More financial instability in global financial 

markets puts ceteris paribus depreciation pressure on the local currency. The slope 

coefficients stay largely unchanged, while the constants change sign for three 

countries, becoming (with the exception of Hungary) negative, but mostly not 

significant. This suggests that when global risk aversion is taken into account, the 

time-invariant remaining part captured by the constant loses its explanatory power.  
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Table 5. UIP estimation results, including VIX  

 aĔ bĔ gĔ F-stat R2 Sample Obs. 

Croatia 
-2.125 

(1.912) 

-0.65***  

(0.230) 

0.185**  

(0.094) 

25.946 

[0.000] 
0.096 

2000:02-

2011:09 
140 

Czech Republic 
-13.048**  

(6.133) 

-2.176* 

(1.232) 

0.488 

(0.320) 

3.746 

[0.026] 
0.131 

1999:01-

2011:09 
153 

Hungary 
2.585 

(8.785) 
-1.439* 
(0.757) 

0.373 
(0.430) 

5.580 
[0.005] 

0.056 
1999:01-
2011:09 

153 

Poland 
-11.250 

(9.412) 

-0.755 

(1.488) 

0.748 

(0.614) 

1.156 

[0.318] 
0.075 

2001:01-

2011:09 
129 

Romania 
-11.151* 

(6.385) 

0.271***  

(0.082) 

0.639**  

(0.294) 

40.687 

[0.000] 
0.210 

1999:01-

2011:09 
153 

Notes: OLS estimation. Newey-West standard errors are shown in round brackets. Superscripts 
***, **, * denote that the coefficient estimate is statistically different from 0 at the 1, 5 and 10% 

level of significance respectively. The null hypothesis of the F-test is that Ŭ = 0 and ɓ = 1; the 
p-value is shown in square brackets.  

 

An alternative measure of risk aversion, less global and more linked to European 

foreign exchange markets, may be based on other currency pairs in the region. As a 

rough measure of the external risk aversion affecting currency markets in Europe, 

we use the 3-month return of the Swedish krona against the euro. Sweden had a 

floating exchange rate throughout the sample period and the exchange rate is likely 

be affected by currency market pressures. The estimated equation is the following, 

where SWE_FX_CHG denotes the annualised 3-month depreciation of the Swedish 

krona against the euro: 

 

FX_CHG(3) = Ŭ + ɓĿINT_SP + ŭĿSWE_FX_CHG(3) + Ů(3) (9) 
 

The results are reported in Table 6. The R2 are higher and the coefficients of the 

Swedish krona return are always statistically significant (with the exception of the 

results for Croatia) and have positive signs. It seems that including the currency 

pressure on the Swedish krona gives the same overall result as was given when the 

VIX variable were included, but in an arguably stronger way. Unlike in the equation 

with VIX, the constants become insignificant, with the exception of the one for the 

Czech Republic, where the constant is still significant and negative.  
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Table 6. UIP estimation results, including change in Swedish krona foreign 

exchange rate  

 aĔ bĔ dĔ F-stat R2 Sample Obs. 

Croatia 
1.239 

(0.915) 
-0.462* 
(0.221) 

0.094 
(0.071) 

30.880 
[0.000] 

0.064 
2000:02-
2011:09 

140 

Czech Republic 
-3.005**  

(1.449) 

0.147 

(0.846) 

0.484***  

(0.173) 

5.042 

[0.008] 
0.211 

1999:01-

2011:09 
153 

Hungary 
6.714 

(5.655) 

-0.787 

(0.754) 

0.601***  

(0.211) 

6.992 

[0.001] 
0.161 

1999:01-

2011:09 
153 

Poland 
3.317 

(5.075) 

-0.304 

(1.168) 

1.199***  

(0.312) 

0.736 

[0.481] 
0.310 

2001:01-

2011:09 
129 

Romania 
1.679 

(2.758) 
0.324***  

(0.068) 
0.807***  

(0.129) 
77.248 
[0.000] 

0.334 
1999:01-
2011:09 

153 

Notes: OLS estimation. Newey-West standard errors are shown in round brackets. Superscripts 
***, **, * denote that the coefficient estimate is statistically different from 0 at the 1, 5 and 10% 
level of significance respectively. The null hypothesis of the F-test is that Ŭ = 0 and ɓ = 1; the 

p-value is shown in square brackets.  

 

Concluding this section, the two indicators of risk aversion in international financial 

markets seem to exhibit substantial explanatory power. The estimated coefficients 

attain the expected sign and are statistically significant in many cases. The addition 

of these risk aversion measures, however, does not change the conclusions about the 

estimated slope coefficient, but has, as expected, an impact on the constant term, 

which becomes statistically insignificant.14 

 

9. Summary  

 

This paper presented the results of empirical tests of uncovered interest parity in 

Croatia, the Czech Republic, Hungary, Poland and Romania during the first decade 

of the 21st century. The objective was to examine whether the UIP would obtain 

empirical support in this particular sample, and to ascertain to which extent the 

convergence process and the global financial crisis have affected the UIP relation.  

 

We proceeded from simple estimations of the link between the return on 3-month 

exposure to local currencies against the euro and the spread between local interest 

rates and Euribor. The stability of the estimated parameters was analysed using 

rolling windows. The analysis examined the importance of a number of issues that 

may affect the results. Estimations took into account the possibility of different 

regimes depending on the size of the interest rate spread. Various indicators of risk 

and risk aversion were included, chiefly to capture the effect of the global financial 

crisis. The main results are summarised below.  

                                                                 
14 For the Czech Republic, Hungary and Poland we tried to use the Exchange Market Pressure 

(EMP) index in Filipozzi & Harkmann (2010). The coefficients of the EMP index were not 

statistically significant (not reported). 
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The basic model used to test the UIP in the CEE countries gave a result in line with 

most of the previous literature, namely that the UIP relation cannot be supported in 

general. The forward premium anomaly is confirmed in the present sample of 

Central and Eastern European countries; the estimated slope coefficient is negative 

in all cases except Romania.  

 

Rolling window regressions showed that the coefficient estimates generally are 

unstable and depend on the choice of sample. The rolling regressions also cast some 

light on the effect of global financial crisis on the UIP relations in the five CEE 

countries. At least for the Czech Republic, Hungary and Romania, there is a clear 

change after the crisis as the explanatory power of the UIP regressions drops 

dramatically after 2007. 

 

Transaction and information costs do not seem to affect the UIP estimations in ways 

which can be clearly discerned through the inclusion of non-linearities in the UIP 

relation. It is clear, however, that the importance of the interest rate spread varies 

between low and high interest rate spread regimes, but the picture is not uniform 

across the sample countries. For Poland and Romania, the slope coefficient is 

positive when the interest rate spread is large, although the estimate is still 

statistically different from one. 

 

There is substantial evidence suggesting that the risk premium is not constant. Both 

the global volatility index VIX and the movements in the Swedish exchange rate 

seem to exhibit substantial explanatory power although not symmetrically across all 

five countries. This suggests that global risk factors have considerable impact on the 

liquidity of financial markets and the arbitrage processes underlying the UIP in the 

five countries from Central and Eastern Europe.  
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SUSTAINABILITY OF RU RAL FAMILY ENTERPRISES  

 

Maret Kirsipuu 

Estonian Maritime Academy 

 

Abstract 

 

Family enterprises have been researched in traditional, stable market economies, to a 

lesser extent also in former socialist economies. A special focus has been on family 

enterprisesô sustainability and it has been discovered that one of the main pain spots 

is the change of generation related problems. Family enterprises can be sustainable 

only when they are prepared for a generation change. Family business culture and 

family traditions in Estonia have been broken. After Estonia regained independence 

in 1991, entrepreneurs started to restore previous farms and wished to continue 

family traditions of their ancestors; entrepreneurship started to develop and many 

people, especially in rural areas, started a family business. In 2012, these family 

entrepreneurs have a choice to make how to ensure that their family business will 

stay sustainable, how to pass family business over to their descendants so that the 

family business traditions wonôt cease. This paper seeks to analyse factors that 

inhibit sustainability of family enterprises. The data sources are special scientific 

literature and the questionnaire surveys and interviews with family entrepreneurs 

conducted by the author over 2007ī2011. It is possible to ensure that a family 

enterprise is sustainable only when the family entrepreneurs are prepared for the 

generation change. The present and future family entrepreneurs in Estonia can get 

information from this paper about the problems that may arise in connection with 

the generation change and knowledge to ensure sustainability of their family 

business. 

 

Keywords: family entrepreneur, family enterprise, organisational culture, strategy, 

management 

 

JEL Classification: M10; M13; M19 

 

Intro duction 

 

We can find family enterprises in nearly all regions in Estonia; they operate in all 

areas of activity, the most still in services, agriculture, tourism and production. The 

factors that influence the activities and successfulness of a family enterprise are the 

relationships between family members, a comprehensive and well-considered 

organisational culture. Family entrepreneurs are convinced that with a strong 

organisational culture and strategic management they can be sustainable. 

 

Family enterprises can be found everywhere in Estonia, but they are most numerous 

still in rural areas. Family entrepreneurship is playing a significant role in the 

economy. Entrepreneurship policies support all entrepreneurial people and 

appreciate entrepreneurship as a promoter of national economic development. The 

Estonian entrepreneurship policy strategy until the year 2013 is targeted at the 
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advancement of knowledge and skills, promotion of investment and 

internationalisation, and development of legal environment. An inseparable part of 

the entrepreneurship policy is national entrepreneurship development and support 

programmes for entrepreneurs provided via various foundations and organisations. 

In order for the Estonian entrepreneurship policy development plan to work 

successfully it is necessary to value regional, local, saving and information society 

development. Entrepreneurship policies support in every way development of 

responsible entrepreneurship so as to avoid that entrepreneurship growth and 

profitability wouldnôt happen on account of other members of society or natural 

environment (Estonian Enterpriseé, 2009). It is important for rural areas to have 

business activity going on; business should start first in agriculture and after it has 

taken roots also other areas of activity would start growing in this region (Bourge, 

1994). Economic performance of agricultural enterprises depends on enterprisesô 

work on making their economic activity more effective and on state activities in 

providing an economic policy framework for enterprises, while enterprises need to 

develop intensive and extensive joint activity for the development of a system of 

common services and for designing an economic policy environment (Reiljan, 

Tamm, 2005). More attention than today was focused on development of rural areas 

during the occupation period. In the year 2012, most of the buildings erected during 

the occupation period are in bad repair; people have moved away to towns due to 

unemployment; there are no proper road network and bus connections any more. 

Small country shops, post offices, kindergartens and primary schools have been 

liquidated, and higher schools will follow soon.  

 

In 2010 already, the State Audit Office submitted a report to the Riigikogu about the 

impact of entrepreneurship support measures on the competitiveness of Estonian 

economy, where they concluded that the state does not support its enterprises in the 

best way. According to the State Audit Office, the support has not increased 

productivity and export capacity of Estonian enterprises. The State Audit Office 

reached a conclusion that when the present principles of granting support continue, 

the impact of support will stay incidental and will not help improve the 

competitiveness of national economy in the future. The State Audit identified that 

the state has no complete, well-considered entrepreneurship policy with clear impact 

objectives. Entrepreneurship policy has consisted in distributing European Union aid 

funds; enterprisesô development problems have not been taken into account. The 

State Audit recommended increasing of the capacity of designing the 

entrepreneurship policies in order to find development obstacles in different areas of 

activity and suggesting complex solutions for conquering them; then correcting 

granting of support. The State Audit found that the most important keywords of the 

updated model for the grant of support must be: knowledge and efficient knowledge 

acquisition system, flexible measures depending on enterprisesô needs; in order to 

prefer certain areas of activity entrepreneurship organisations and specialists must be 

involved (Riigikontrolli é, 2010).  

 

The current entrepreneurship policy and the supporting development plans cover the 

period until 2013. The Ministry of Economic Affairs and Communications has 

initiated a new programme based on the European Union entrepreneurship policy; 
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all other ministries have also started to plan updating of development plans which 

need to be based on various draft laws of the European Parliament and Council. 

 

This research seeks to analyse sustainability of family enterprises. The following 

research tasks have been set for the achievement of the research objective: 

¶ Provide an overview of research conducted in the sphere; 

¶ Provide an overview of the methods of research; 

¶ Analyse the generation change related problems and the factors that inhibit 

sustainable development of family enterprises;  

¶ Find problems that need to solved in practice. 

 

The paper, written on the basis of the survey results, comprises three parts: the first 

part provides an overview of a family enterprise and of the research conducted on 

sustainability of family enterprises; the second part presents methods of the research 

and the third part presents results of the research. 

 

All knowledge about family enterprises is needful in order to be able to transfer 

family business management on to the next generation and make family business 

sustainable.  

 

Input data are from scientific literature and the questionnaire surveys and interviews 

conducted by the author with family entrepreneurs over 2007 - 2011.  

 

Sustainable family enterprises 

 

A special focus has been on family enterprisesô sustainability and it has been 

discovered that one of the main pain spots is the change of generation related 

problems. Family enterprises can be sustainable only when they are prepared for a 

generation change. It is possible to ensure that a family enterprise is sustainable only 

when the family entrepreneurs are prepared for the generation change. 

 

Family enterprises are characterised primarily by their small size; they usually 

employ up to ten people, but there are also exceptions. One of the most positive 

qualities of family enterprises is their short decision-making chain. A specific 

feature of a family enterprise is that business and personal activities are intertwined, 

for example, use of time, common living space, operating and production facilities 

etc. In addition to entrepreneurship, family members are connected by friendship 

and family relations, marriage (Kaseorg; Raudsaar, 2008). Owner of a family 

enterprise is often manager of the family enterprise (Gersick et al., 1997) and his/her 

personal ambitions determine the enterpriseôs business objectives (Chrisman et al., 

2003) and he/she prefers keeping the enterprise small in order to maintain and 

control what he owns (Kaseorg et al., 2007a; Kaseorg et al., 2007b).  

 

A typical feature of family enterprises is that the family business is the main source 

of income for both their owners and family members. Family enterprises are defined 

in different ways, but it is obvious that a family or some family members are always 
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participating in the family business. There is no unanimous definition of family 

enterprise; however, it can be said in brief that it is a family enterprise where family 

members own all shares or holdings, or when their share is higher than 50% and 

most of the family members participate in the activity of the family enterprise (at 

least in the first and second generation), hence family enterprise is under the control 

of family members.  

 

As a result of analysing research conducted in different countries it is possible to say 

that many family enterprises are sustainable (Nordqvist, 2005; Chrisman, Chua, 

Steier, 2005; Poutziouris, 2000; Quoé, 2003; Gallo, 1995; Poza, 1995; Hanzelkova, 

2004; Popczyk et al., 1999; Yalin, 2008; Halttunen, 2004; Vasques et al., 2008; 

Vadnjal, 2005; Kroġlakova, 2007; Balint, 2006; Perry-McLean, 2008), have 

operated for decades, have transferred management over to descending generations, 

family traditions have not been broken. Family enterprises are rendered sustainable 

by the division of roles between family members, especially appreciating the role of 

woman as housewife (Kakkonen, 2006; Rºmer-Paakkanen, 2002; Brazzale, 2007; 

Rautamªki, 2007); women take care of the cosy home, at the same time giving a 

major contribution to family business development. However, inter-generational 

problems prevent family enterprises being sustainable (Brun de Pontet, 2008; 

Moyer, 2006; Wickham, 2004). 

 

The number of family business related research in Finland has been increasing since 

2001 when the special attention has been paid to family enterprisesô sustainability, 

womenôs role in family, involvement of children in business and the problem of 

successors (Quoé, 2003). Taru Hautala (2006) conducted a research on transfer of 

management in a family enterprise. Hautala found that family enterprises can be 

sustainable only when ownership, management as well as knowledge are turned over 

to descendants, meaning children. Problems are caused by transfers to non-family 

members; it was found that sustainability can be ensured only when mentors are 

included in the turnover process. Family enterprisesô sustainability has been 

investigated based on the consolidation of wage labour and family interests (Rºmer-

Paakkanen, 2002), womanôs role in family (Rautamªki, 2007), integration of 

children into family business (Tormakangas, 2005) and succession problems 

(Hautala, 2006). Research papers have pointed out that family enterprises are more 

sustainable when all members work in the name of a common objective (Juutilainen, 

2005). Research results have concluded that if children want to continue what their 

parents started, then parents pass knowledge and skills on to them (Littunen, 2001). 

When children do not wish to participate in family business, the issue of continuing 

business, whom to leave the business to, whom to appoint manager etc sooner or 

later arise to the agenda (Kakkonen, 2006). The issue whether to terminate business 

or bring a person from outside the family may cause conflicts and prevent family 

business from being sustainable (Niemela, 2003). The reasons why critical situations 

arise in a family business are (Quaé, 2003):  

¶ descendants have a conflict with older generation who cannot stay away from 

management;  

¶ manager brought from outside does not reckon with family interests;  
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¶ single undertakers have not enough time to let the descendants know the 

labyrinth of business;  

¶ young generation has wanted to make cardinal changes based on what they 

were taught at school, which the previous generation does not like.  

 

The papers analysed by the author have reached one conclusion that family 

enterprises can be sustainable only with long family traditions (Nordqvist, 2005; 

Chrisman, Chua, Steier, 2005; Poutziouris, 2000; Gallo, 1995; Poza, 1995; Popczyk 

et al., 1999; Yalin, 2008; Halttunen, 2004; Vasques et al., 2008; Balint, 2006; Perry-

McLean, 2008).  

 

Investigations of the composition of family enterprises have pointed out that the first 

generation family firm should have manager only from among own family members, 

and starting from the second generation they should employ additional workforce 

outside, whereas family members must definitely work together with them to ensure 

the sustainable development of the family firm (Nedlin, 2003). Many family 

enterprises face conflicts when transferring management; in order to avoid conflicts 

it is recommended that successors worked before assuming management outside the 

family enterprise (Sardeshmukh, 2008), take-over without conflicts will improve the 

reputation of family enterprises. Reputation (both positive and negative) of a family 

firm has a significant impact on the use of resources (Runge, 1998; Rutherford et al., 

2008). Bianchi (2007) conducted a research on the basis of various case studies, 

emphasising the significance of the family entrepreneurôs and family businessôs 

reputation and how vulnerable and at the same time sustainable the family 

enterprises are. Positive reputation of family enterprises is due to that family 

entrepreneurs have long-term operating experiences and are faithful to the traditions 

(Kellermanns et al., 2008), which in turn will make them reliable and sustainable. 

  

One cannot draw an explicit line between family and entrepreneurship; family is 

constantly participating in the entrepreneurship process. Family is engaged in 

business also outside the working hours; they expect success only if all family is 

involved (Craig, Lindsay, 2002). Whether the family business survives or not 

depends largely on its manager, whether the manager is leader or not. Relations with 

the offspring must be good, it is important to have open communication and approve 

each otherôs achievements. Owners of many family enterprises (family business 

entrepreneurs) are of the opinion that longevity of family enterprises is important 

and that family business descended to the next generation. Various surveys have 

pointed out that 30% of family enterprises are successful in the second generation 

and only 10é15% in the third generation (Aronoff, 1999; Kets de Vries, 1993; 

Ward, 1997). Surveys of family enterprises have demonstrated that gender 

differences between family members must definitely be taken into consideration for 

the family business to be sustainable; the importance of females in family 

enterprises can be increased by appreciating the womenôs position in society 

(Maeda, 2006). For example, in a Japanese family firm the successor must be 

traditionally male, but in reality no restrictions are imposed when female widows 

often take over management of the inheritance; they only want to set up unique 



 88 

family enterprises which would satisfy consumer demand (Maeda, 2006). The 

existence/nonexistence of gender inequality has been studied in Italian family firms, 

where we can encounter gender inequality. Brazzale (2007) with his research 

contributed to the prevention of gender inequality of females. Koffi (2008) claims 

that family firms where the successors are males, are more vigorous in the 

managerial decision-making, whereas female successors are too trusting. The role of 

females in the work of a family firm may not be underestimated (Rautamªki, 2007); 

women are able to combine lifestyle and work, and at the same time keep them apart 

from each other (Hite, 2007). The significance of women cannot be underestimated 

in generation change either. 

 

A family enterprise can be sustainable only when family entrepreneurs are aware of 

the factors that ensure sustainability, as well as those that restrain sustainable 

development (Table), and is able to make the right choice. 

 

The issue of generation change in family firms is growing to be increasingly topical 

and more serious attention has been recently focused on that topic; it is important to 

distribute ownership correctly, attaching importance to consistency and traditions; 

because each new generation will get a legacy (Tormakangas, 2005). Different 

generations may have a different influence on further development and strategy of a 

family firm (Brun de Pontet, 2008). With the ageing of the first generation of 

entrepreneurs the following issues will be topical: What will happen when they step 

aside? Is the successor from family? How to turn over management to the successor, 

not only as a position but also skills, connections, role of manager and ownership? 
(Kirsipuu, 2007). Intergenerational relationships play a role not only in the turnover 

of business but also in management; religious views of different generations may be 

different, which in turn cause social tensions in family firms; in addition to ñGodly 

Guidanceò, one also needs knowledge and wisdom (Moyer, 2006). Generation 

changes are more successful when successor is interested in the family business; 

however, it is not sufficient to have the desire, one must also have various skills and 

the skill of controlling the market (Brun de Pontet, 2008). One has to be aware of the 

problems that might arise while passing on skills to successors (Hautala, 2006) to 

avoid the situation where children do not wish to participate in family business. One 

should be ready for that and decide quickly whom to leave the business to in that 

case, whom to appoint a new manager (Kakkonen, 2006). In case children want to 

continue what their parents started, then the knowledge and skills are passed on to 

the children (Littunen, 2001).  

 

A special focus has been on family enterprisesô sustainability and it has been 

discovered that one of the main pain spots is the change of generation related 

problems. Family enterprises can be sustainable only when they are prepared for a 

generation change. A precondition for a family enterprise to be sustainable is that 

family enterprises were prepared for a generation change. 

 



 89 

Table 1. Sustainability factors for family enterprises (compiled by the author) 

Factors Source 

HELPFUL FACTORS  

Positive image Runge, 1998; Bianchi, 2007; Rutherford 

et al., 2008 

Skilfull distribution of the roles 

between family members 

Rºmer-Paakkanen, 2002; Kakkonen, 

2006; Maeda 2006; Brazzale, 2007; 

Rautamªki, 2007; Hite, 2007 

Involvement of children Tormakangas, 2005 

Educating of future generations with 

training outside the family 

Hautala, 2006; Sardeshmukh, 2008 

Passing management on to the next 

generation together with ownership, 

management and knowledge 

Lit tunen, 2001; Tormkangas, 2005; 

Hautala 2006 

Common aim, stay faithful to family 

traditions 

Gallo, 1995; Poza, 1995; Popczyk et al., 

1999; Poutziouris, 2000; Rºmer-

Paakkanen, 2002; Halttunen, 2004; 

Hanzelkova, 2004; Nordqvist, 2005; 

Chrisman, Chua, Steier, 2005; Vadnjal, 

2005; Juutilaine, 2005; Tormakangas, 

2005; Balint, 2006; Kroġlakova, 2007; 

Yalin, 2008; Vasques et al., 2008; Perry-

McLean, 2008; Kellermanns et al., 2008 

LIMITING FACTORS  

Conflicts between non-family as well 

as family members 

Niemela, 2003; Sardeshmukh, 2008 

In the first generation family firm is 

managed by a non-family member  

Nedlin, 2003; Kakkonen, 2006 

In generation change management is 

passed to a non-family member 

Niemela, 2003; Hautala, 2006; 

Kakkonen 2006 

Problems associated with generation 

change 

Wickham, 2004; Hautala 2006; Moyer, 

2006; Brun de Pontet, 2008  

 

Methodology 

 

An objective of the survey was to investigate family enterprisesô sustainability and 

the generation change related problems using qualitative methods of research. The 

main instruments used in this research were structured and unstructured 

questionnaires and interviews. Structured interviews were based on the standard 

interview form with emphasis on fixed categories of answers and systematic 

sampling, and on completion procedures combined with quantitative measures and 

statistical methods. In unstructured interviews the respondents were given nearly full 

freedom to discuss the reactions to, opinions on and conduct in a particular question; 

the interviewer asked only leading questions and recorded the answers. An 

advantage of the interview before other data collection methods is that interviews 
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can be used in different situations and combined with other methods of research and, 

where necessary, the sequence and formulation of questions can be changed during 

the interview. The author chose the interview method because it provides an 

opportunity to personally communicate with the interviewees and ask supplementary 

questions later.  

 

Based on the theoretical information, the questionnaires and interview questions 

were formulated and targets were set what the interviews had to accomplish. The 

interviews were based on open-ended questions supplemented by special questions. 

If only questionnaires had been used, the answers would have been more laconic and 

mostly anonymous. Specifying questions were asked in open conversation; many 

liked that personal conversation enabled them to speak Ăface to faceñ. Before going 

to the interview, the author studied thoroughly the theoretical sources and legislation 

and made preparations so as to know the background of family entrepreneurs; 

contacts were established with the interviewees, agreements were made and 

opportunities of seeing final results of the research were promised. Then a peaceful 

place was selected to eliminate disturbing factors, and keeping the appointment a 

promise was given to be confidential and guarantee anonymity. Before asking the 

questions and conducting interviews the researcher had to realise that the 

interviewees may be not very honest in delicate questions. Talks over the phone 

were conducted with the potential interviewees in order to carry out the interviews 

smoothly. It was explained to the respondents that if they answered truthfully it 

would be possible, based on the conclusions made from the results, to propose 

measures for development of family entrepreneurship and improvement of support 

systems. This helped arouse kind of interest among the respondents and they were 

motivated to find time. 

 

The questionnaire surveys and interviews were conducted from 2007 to 2011. The 

topics of questionnaires and interviews can be divided into three main groups: 

¶ entrepreneurôs background, areas of activity;  

¶ activity as family business entrepreneur; 

¶ participation of family in family business.  

 

This paper discusses only the part related to sustainability of family business 

enterprises. The sustainable development related questions were: 

¶ What are the specific characteristics of your family enterprise? 

¶ What characterises the organisational culture of your family enterprise? 

¶ Is the strategic plan of your family enterprise formulated in your mind, in 

writing, or missing? 

¶ Who of your family members (relatives) participate in the business? 

¶ What is the division of labour between your family members? 

¶ Are the owners and managerial staff of the family enterprise the same? 

¶ In which way is your family enterprise managed? What kind of manager are 

you? 
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¶ Have you been thinking about retiring from active management of your family 

business and passing management to a persoo outside the family? Give 

reasons? 

¶ Who of your family members could easily take over the duties of manager? 

¶ What is important for you as family entrepreneur (continuing family traditions; 

providing future for the children; reselling business with profit; providing for 

the family; nonrefundable aid). 

¶ Do you hope that someone will continue your family business when you have 

to retire from business one day? Who specifically? 

¶ Are the successor problems worrying you? 

¶ Is the survival of your family enterprise a problem to you? 

¶ Have you been thinking about terminating the family business? If yes, then 

what has caused such thoughts? 

¶ What is the attitude of your business partners, clients etc toward your family 

enterprise? 

¶ Has there been a situation where your undertaking has not been regarded as 

sufficiently attractive and you have felt discriminated compared to others? 

¶ How do you imagine a family business development model with long family 

traditions passing on from generation to generation? 

¶ Please describe some important event or situation associated with your family 

enterprise which has been a talking point for a long time. 

¶ Name the main problems in your family enterprise. 

¶ What are the mistakes you have made due to insufficent knowledge? 

¶ What kind of family entrepreneurship support activities do you need?  

¶ Area and place of activity; number of family members; age when starting the 

family business etc general informative questions. 

 

In 2007ī2011, the author sent questionnaires to 2035 hypothetical family business 

entrepreneurs to find out whether the entrepreneurs regarded themselves as family 

entrepreneurs or not. 1500 respondents who regarded themselves as family 

entrepreneurs received another questionnaire, which identified that 1188 of the 

respondents can be actually considered family entrepreneurs; interviews were 

conducted with more than one thousand family entrepreneurs from among them, 

including in-depth interviews with 76. The questions were mostly sent by e-mail; 

however, those whose e-mail address was not available in databases, the author 

called and got the answers by phone; and those who had neither an e-mail address 

nor telephone number in databases, she sent the questionnaire by post. 

Questionnaires were sent by post, some of them were delivered personally and some 

network questionnaires were sent by e-mail. 1320 completed questionnaires, or 88% 

were returned to the author (100% from the personally delivered questionnaires; 

90% from those sent by post; 86% from those sent by e-mail).  

 

When commencing the research the author used a special sample formed of beef 

cattle breeders conducting performance testing in 2007 and of sport horse breeders 

who had registered their horses in the database of sport horses in 2008. The author 

got the information from the Animal Recording Centreôs database Liisu and from the 
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horse database (Liisué, 2007; Hobusteé, 2008). A random sample was formed for 

interviews conducted in 2009 and later. The method of systematic random sampling 

was used. For every county a hypothetical list of family enterprises in alphabetical 

order was drafted; the sample was made starting from a hypothetical family 

enterprise with a random number in the list and advancing by a predetermined step. 

The same principle was used for generating the interview samples. The 2009 

random sample was formed of rural enterprises. For conducting this survey the 

sample was made as follows: a random sample of rural enterprises, the sample size 

was 10% of the enterprises in the respective rural area. The author received input 

data for the sample from the Agricultural Registers and Information Boardôs (PRIA) 

register of farm animals, from the holding register (PRIAé., 2009). The 2010 

random sample was selected from among the enterprises registered in Estonia; the 

author removed from the sample those enterprises which had registered their 

holdings in PRIAôs animal register and those whose legal address was in Tallinn. 

Input data for the sample were received from on-line information system of the 

Commercial Register accessible for registered users in the Ministry of Justiceôs 

Centre of Registers and Information Systems ( riregistrié, 2010). 

 

The survey consisted of five questions, which seeked to learn whether the 

entrepreneur regarded himself as a family enterprise. Analysis of the results 

identified the family enterprises to whom the author sent the questionnaire, which 

contained 45 questions. The questionnaire attempted to get information on the 

background of family entrepreneurs; the reasons why they became family 

entrepreneurs; the structure and organisational culture of family enterprises; strategy 

and management of family enterprises; generation change related problems. The 

questionnaire started with introductory, easy questions followed by the questions 

about the research subject. Opinion and attitude related questions and open ended 

questions were placed in the second part of the questionnaire. The questionnaire 

ended with asking the objective data (gender, age, education). Interviews were 

conducted with those who had completed the questionnaire; interviews contained 20 

questions, which were based on the questionnaire but allowed the author an in-depth 

analysis of family entrepreneurs. The author considered it important that the 

questions were based on the questionnaire since answers to the questionnaire 

neednôt always be objective. Interview questions were randomly sequenced, so as to 

avoid the situation where answers to previous questions influence answers to the 

subsequent questions. An in-depth interview consisted of 60 questions, and 

represented a detailed approach to previously discussed topics. In-depth interview is 

a particularly suitable method of data collection where the research subject is 

sophisticated and detailed information is required. Before conducted an in-depth 

interview, the author came to realise that the interviewees neednôt be very honest in 

answering sensitive questions (formal employment relations, remuneration, 

dividends, money) and in order to receive as unbiased and honest answers as 

possible, she agreed with all interviewees over the phone and explained why and for 

what reason she has to meet them and once more discuss the subject. The 

interviewees were explained that when they answered truthfully it would be 

possible, based on the aggregate results, to make proposals, for example, for the 

establishment of family entrepreneurship support systems, and, why not, for 
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inserting the family business notion into legislation. This helped to achieve a kind of 

interest among the respondents and they were motivated to talk and sacrifice some 

of their time. 

 

The author afforded the interviewees after answering the questions an opportunity to 

have a talk in the topic the interviewee was interested in. The interviewer 

reformulated some questions based on the personality of the interviewee, keeping 

the meaning and purposefulness. The most difficult was to get answers to sensitive 

questions. From some respondents the author received objective answers to sensitive 

questions; however, some people did not open. After interviews the author wrote 

down the most important points from the interview and notes on practical details. 

They were useful in the process of analysing, since some questions required 

concretisation. Analysis of the interviews started from data interpretation, which is a 

prerequisite for analysing the questions. The author made notes from the 

questionnaires and interviews, rewrote the interviews and selected data, analysed 

questions in order to get an objective picture of the interviewees and their problems. 

All interviews received symbols during analysis. Survey data are concentrated, 

simplified and modified, and presented as a compressed set of information (figures).  

 

The results of the questionnaire and interview surveys can be considered reliable. 

When analysing the questionnaires and interviews, the author reached a conclusion 

that the methods used were suitable. 

 

Results 

 

1188 family enterprises were questioned or interviewed during 2007ī2011. The 

results of analyses have been aggregated. The survey covered family enterprises 

from all counties (Figure 1), the most from islands (11.2%); the least from Ida-Viru 

County (3.7%) and Rapla County (4.0%). 33.3% of the family business 

entrepreneurs had higher education, 20.0% secondary specialised education, 26.0% 

secondary education, 20.0% basic education and 0.7% primary education. Family 

entrepreneurs have studied various specialities, for example, agronomy, zoology, 

animal breeding, tailor, food technology, electrician, bookkeeping, design, 

pedagogy, bookbinding, journalism, metalworking, veterinary, medicine, art, 

dramaturgy, etc.  

 

In the start-up phase, women accounted for 40% and men for 60% of the family 

entrepreneurs; age of family entrepreneurs ranged from 21 to 55. The start-up 

imitative came in 60% of the cases from men, who then invited their wives and then 

children and other relatives. First the spouse acquired family business membership 

(75%), then children (20%) and close relatives only in 5% of the enterprises; spouse 

was involved in all family business enterprises in the stage under investigation.  
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Family Enterprises

 

Figure 1. Family enterprises in the survey across counties, in 2007ī2011 (compiled 

by the author). 
 

Family composition varied a lot while starting a family business; they started with 

up to six persons, hence the family business start-up depends not only on the size of 

family but also on the needs, ambitions and enterprising spirit of the family. While 

starting a family business it is of no significance whether the couple is officially 

married or not. Most of the family entrepreneurs think a family consists of 

cohabiting members (not living in the same household); it is of no significance 

whether the conjugal relations are official or not, only cohabiting counts. 15% of the 

family business entrepreneurs, however, did not regard it right when cohabitation 

was not officially registered; they found that family business culture is undermined 

when founders of a family business have not ólegitimately consummatedô their 

relationship, or Ăpromised in the presence of God to help each other in joy and in 

sorrowñ; they found that a long family tradition can be ensured only by the family 

business where all members have all relationships legalised, only that way a family 

tradition can go on from generation to generation, already because the family name 

would go on. All these family business entrepreneurs who could continue what their 

fore-fathers have done were 100% convinced that only marriage is the right 

groundwork for a family and only through marriage it is possible to set up, maintain 

and assure a sustainable family business.  

 

Family entrepreneurs are positive that a family business must first satisfy needs of 

the cohabiting family, and only then the needs of family members who live 

elsewhere. While starting a family business they rather set up a family enterprise 

where only family members are employed; only later they start to hire workers 

outside the family. Family entrepreneurs also find that problems are almost missing 

in a family enterprise of a cohabiting family; however, when distant relatives are 
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involved, problems arise, for instance from sayings such as ĂWhat are you bossing 

around, you runny-nosed youngsterò, or ĂI have been taking care of you enough, 

donôt forget it,ò or ĂWho bought you candy when you went to the second classò, etc. 

The older the generator of problems, the more difficult it is for the family 

entrepreneur to establish him/herself; there is Ăgratitudeñ, Ărespect for older peopleò; 

at the same time, they believe they may not Ălet them obtrude themselves on meò. 

 

Spouse, children, parents and siblings participate in the family businesses studied in 

this survey (Figure 2). To the question why family business, why not keep family 

and business apart, they answered that family business cements the family relations, 

everybody knows everything and you can completely trust family members and 

Ăyou can work rather than watch for someone not making off with somethingñ.  
 

45%

21%

17%

9%

8%

Spouse (45%)

Children (21%)

Parents (17%)

Related (9%)

Siblings (8%)

 

Figure 2. Members of a family enterprise in 2007ī2011 (compiled by the author). 
 

With a non-existent organisational culture, which is normal in the business set-up 

phase, there are more conflicts in both family and business relations as well as 

between generations. The clearer the organisational culture, the fewer the tensions 

and conflicts. Tensions are also caused by the situation where an educated family 

member returns to the family business and wants to start managing the business 

according to what he/she learned at school. Answers to how to solve the conflicts 

were: ĂWe have sat down and talked it outò; ĂWe established definite rulesò; ĂWe 

redistributed the areas of activityò; ĂWe made a decision and admit that Ăthe egg is 

smarter than the henòò. At the same time, all family entrepreneurs believe that 

business should be expanded and the motivating factor is the next generation. Older 

family entrepreneurs themselves do not want to aggressively expand business; they 

say they Ăneed a pushñ, Ălet children come and doñ, ĂIôd expand but have no time to 

go to training coursesò. 

 

In interviews entrepreneurs attached great importance to managerial skills, 

especially experiences; however, when ranking different qualities they overlooked 

the managerial skills. This allows concluding that family entrepreneurs lack 
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awareness of the significance of management and strategy and connection to 

business performance, and entrepreneurs need to attend various training courses and 

come together rather than stay only with their business from day to day. 

 

A strong organisational culture where definite rules have been established helps to 

bring clarity into work and personal relations. One of the spouses said the following 

about the relationships between them: ĂWe complement each otherò, ĂWe think 

similarlyò, ĂThe spouse sets the strategy, I help work out strategy implementationò. 

A strong organisational culture helps minimise tensions which rise when an 

educated family member starts working in a family business; the situation is 

especially tense when an adult child comes to work here. Family business owners 

who have hired an executive manager from outside the family say that Ăit is very 

hard to step aside at the beginningò; Ăit is very hard to entrust management of 

something you have created to a strangerò, ĂI am afraid of weakening of my leading 

positionò. When they overcame these feelings, they found that the outsiders are 

realistic, can see the family business strategy more clearly and make changes, which 

occasionally have destroyed the so far strong organisational culture. 

 

Destruction of the organisational culture was discerned by family entrepreneurs who 

had started the family business in the early 1990s; they had understood that the 

organisational culture they had established Ăhad influences from the occupation 

period and had grown outdatedò. Introduction of changes to the organisational 

culture was, despite the need of changes, an extremely painful and time-consuming 

process. At the same time, such family enterprises where an educated family 

member who had worked elsewhere in the meanwhile returned, could make changes 

to the organisational culture less painfully and faster, since they Ăstill trust one of 

your own rather than a strangerò. It is believed to be important that only family 

members are in the management of a family enterprise, not people hired from 

outside the family, since this would ensure instant understanding, ĂYou neednôt end 

a sentence, the other already knowsò, ĂMaterial welfare for the family is providedò.  

 

They find that when family business expands it is increasingly difficult to 

discriminate between work and family, which in turn leads them drawing apart from 

each other and will raise the family business interests higher than personal interests; 

there is no more free time. Conflicts arise, which may lead to collapse of the family. 

28.4% of those family enterprises with a sun-shaped organisation are losing control 

over the management of the family business, especially those enterprises which have 

to pass management on to the next generation. A family entrepreneur cannot stay 

away from the management process and is constantly interfering. 72.7% of the 

respondents are of the opinion that organisational culture of the family enterprise 

contributes to the achievement of the objectives and that the organisational culture is 

the same in all locations. Family entrepreneurs believe that the organisational culture 

is focused on human relations and they are satisfied with the existing organisational 

culture, appreciation of values is most important for them. Organisational culture in 

family enterprises is influenced by the family entrepreneurs; hired executive 

management has the task to reinforce the existing organisational culture via goal 

setting.  



 97 

Family traditions were regarded as the most important thing by 55.1% of those 

family enterprises which had operated for more than ten years, and only by 15.7% of 

those enterprises which had operated for a shorter period. The family enterprises 

interviewed in this survey have found their niche in the entrepreneurship 

environment, are satisfied with this and do not regard expansion as a priority. Those 

family enterprises which are focused on providing welfare for future generations are 

more sustainable and have a stronger organisational culture than those which lack 

such a focus. Rural family enterprises wish to invest into future generations to 

continue long family traditions, which had been suppressed for nearly 50 years. 

They would be glad to invest in expansion and educate both family members and 

non-family employees, because they want to leave the family business to the 

offspring. A family business which cannot leave the firm to future generations will 

start going down in a long term; interest will fade, for example, ĂWhy should I care 

and labour when after me some distant relatives will come and get my work and 

fruits; I rather squander and leave them empty handedò.  

 

With the ageing of the Ăfirst roundò of entrepreneurs the following issues will be 

topical: What will happen when they step aside? Is the successor from family and 

how to turn over management to the successor; not only the position but also skills, 

connections, role of manager and ownership, which all are important from the aspect 

of sustainable family business. Generation change problems have more topically 

risen to the agenda in family enterprises operating in agriculture, since most of the 

rural family entrepreneurs started business in 1991ī1999; their average age then was 

45. Family entrepreneurs say that Ăchildren do not want to come to the countryside 

and continue family traditionsñ. Many rural family entrepreneurs have problems 

with offspring. Young people want to go to town to lead easier life and obtain 

wisdom in the world. Fortunately there are farms where a change of generation has 

already happened and therefore they need not worry about offspring; for example, 

young farmers are the sun of Siimu farm; siblings of Taivo Koka farm.  

 

A problem for nearly all family entrepreneurs was insufficient entrepreneurship 

knowledge, experiences, especially about the transfer of management to the 

successors. All family entrepreneurs wished that more attention were focused on the 

role of family enterprises in the economy and that training courses were organised 

for family entrepreneurs about management, strategy, time planning, transfer of 

family enterprises to successors etc. They also want, in order to improve their 

competitiveness, state assistance in the form of finances, in order to operate in a 

sustainable way. Their common wish is a properly working supply chain to ensure 

access to new markets. Most of the family entrepreneurs believe that with a strong 

and knowing family, with the right management strategy and strong family business 

culture they can ensure achievement of the objectives and earn profit.  

 

As a result of analysing the interviews it was found that family enterprises are 

sustainable when 

¶ they operate for a long time and create family traditions;  
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¶ family enterprises have a planning system, strategic plans and strong 

organisational culture;  

¶ they purposefully educate succeeding generations;  

¶ expand business and pass the enterprise on to the next generation.  

 

As a result of analysing the interviews it was found that the factors that prevent 

family enterprises from being sustainable are: 

¶ Insufficient experiences in and knowledge about entrepreneruship; 

¶ Arousing interest of the next generation for participation in the family business; 

¶ Lack of skills for passing management on to the next generation; 

¶ Conflicts in the change of generation. 

 

Family enterprises in the first years are unsustainable when they have not set 

priorities and do not realise that starting a family business will take all their free 

time; they cannot believe that family members cannot do all the works they have no 

skills for and so they do not hire outside workforce. 

 

It is not possible to provide definite, unambiguous guidelines for family 

entrepreneurs. What works well for one family enterprise, neednôt work with the 

others. Every family firm needs to take such strategic decisions which are suitable 

for them only and take into consideration the abilities and specific qualities of their 

family enterprise. 98% of the owners of family enterprises investigated within this 

survey were actively participating in management of their family business. 40% of 

the family enterprises have a properly formulated strategy to ensure sustainable 

development of the family business. Strategies have been made in writing, 

formulating a detailed vision, mission and objectives. It takes time to implement a 

new strategy, but with joint efforts of the family it goes much faster and easily than 

between non-family members. Cooperation between family members is extremely 

important; cooperation helps to change the attitude of non-family employees. A 

good example is irresistible to imitate and a proper manager does not miss such an 

opportunity. If the family is committed to the new objectives, then employees of the 

family enterprise will do it also. Family enterprises may not be satisfied with what 

they have achieved but have to start looking for new challenges. They have to 

constantly analyse the potential of strategic objectives and success and watch what 

the rivals are doing. Family entrepreneurs need to study their area of activity to 

discover new aspects, find new and unoccupied strategic positions and keep the 

heritage of family business culture, passing it on to future generations.  

 

In 1981, long-living family enterprises founded an association Les Henokiens. The 

membership criteria are as follows: a minimum age of 200 years, the family still 

owns the company or is the majority share holder. A requirement is that the 

company is managed by a descendant of the founder; the company is in good 

financial health and modern. It is one of the most exclusive family business 

organisations in the world; their one objective is to value the concept of family 

firms. The organisation had 39 members as of 2011: 14 from Italy, 12 from France, 

5 from Japan, 3 from Germany, 2 from the Netherlands and 1 from Switzerland and 
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Belgium (Historyé, 2011). Sustainability of Estonian family firms will ensure them 

access to this association after the next couple of hundred years.  

 

According to the author, no similar research has been conducted in Estonia before; 

hence it is not possible to compare the research results. The novelty of the research, 

in the authorôs opinion, is that this is the first extensive research among family 

enterprises and the information obtained can be used for continuing research as well 

as for study material. 

 

Family entrepreneurship in Estonia is in the first generation only; the time when 

family business is passed on to the next generation is coming soon, in some 

enterprises it is already happening. In order for the transfer of a family enterprise to 

happen with no problems one has to make preparations today. Whether the 

sustainable development success factors of Estonian family enterprises are the same 

as in other countries is an issue to be researched after a couple of decades. However, 

whether the factors inhibiting sustainable development of Estonian family 

enterprises are the same as in other world will be a research topic in a few years 

already.  

 

Conclusions  
 

A specific feature of family enterprises is that family business is the main source of 

income for family members. One of the most positive qualities of family enterprises 

is their short decision-making chain, which ensures rapid implementation of the 

objectives. The factors that influence performance and success of family enterprises 

are mutual relationships between family members and comprehensive and well-

considered strategic action plan and organisational culture. All knowledge about 

family entrepreneurship is necessary in order to help set up new family enterprises, 

develop the existing ones, know how to transfer management over to the next 

generation and make family enterprises sustainable. In order to promote rural life 

people living there should have good living and employment conditions. 

 

In rural family enterprises children usually tend to leave to cities after having 

obtained education, but soon they return to their roots and continue what their 

parents have started. Family involved in the business may be a significant 

competitive advantage. Family enterprises can use many instruments in marketing 

that are not accessible to other enterprises. Management of a family business is 

accomplishable for a family, division of labour is only between family members and 

there is no need to hire full-time employees all year round. For example, most of the 

Estonian tourist farms are family businesses. Family firm has often started from the 

head of the householdôs large-scale role of owner-executive manager, which he has 

started to share with his family members.  

 

As a result of analysing the interviews it was found that family enterprises are 

sustainable when 

¶ they operate for a long time and create family traditions;  
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¶ family enterprises have a planning system, strategic plans and strong 

organisational culture;  

¶ they purposefully educate succeeding generations;  

¶ expand business and pass the enterprise on to the next generation. 

 

As a result of analysing the interviews it was found that the factors that prevent 

family enterprises from being sustainable are: 

¶ Insufficient experiences in and knowledge about entrepreneruship; 

¶ Arousing interest of the next generation for participation in the family business; 

¶ Lack of skills for passing management on to the next generation; 

¶ Conflicts in the change of generation. 
 

The research allows drawing a conclusion that family enterprises wish to operate in 

several areas of activity for a longer period and become traditional sustainable 

family businesses with a well-established family business culture. To achieve that 

purpose it is necessary to: 

¶ organise entrepreneurship training courses for family entrepreneurs; 

¶ organise specialised continuing training courses; 

¶ organise training courses on how to transfer management to offspring; 

¶ develop cooperation and societies in rural areas; 

¶ promote family entrepreneurship to a greater extent; 

¶ provide advice free of charge for finding additional funds; 

¶ improve cooperation between local governments and family enterprises. 

 

The research allows concluding that family enterprises have a strong organisational 

culture and they have developed targeted strategies for performing economic 

activities. Family enterprises have long traditions, which ensure confidential 

relationships between the family members as well as with employees; appreciation 

of family traditions in family business contributes to development of family 

enterprises and their survival in longer perspective. 

 

It is not possible to provide definite, unambiguous guidelines for family 

entrepreneurs on how to be sustainable and how to pass on management to the next 

generation. What works well for one family enterprise, neednôt work with the other. 

Every family firm needs to take such decisions which are suitable for them only and 

take into consideration the family business culture of their enterprise, specific 

qualities and abilities of their family firm.  

 

An important role in being sustainable is played by transfer of family business to the 

next generation; in case it fails, the business activity will terminate and the particular 

family business will cease to exist. 

 

There are no textbooks or manuals for family enterprises published in Estonia, and 

no family business programme in any of the educational institutions in Estonia. But 

knowledge about family business are necessary in order to set up new family 

enterprises, develop the existing ones, know how to transfer management to the next 
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generation and make family enterprises sustainable. This gap should be filled. The 

author is certain that the current and future family entrepreneurs in Estonia will be 

encouraged by this paper and her doctoral thesis, in whatever they do. 

 

Future family business researchers need to be aware of the specific nature of family 

enterprises and of their specific problems is constantly growing in Estonia; 

awareness is missing about specific characteristics of management, relationships 

between family members and non-family employees and succession problems.  

 

Family entrepreneurship in Estonia is in the first generation only; the time when 

family business is passed on to the next generation is coming soon, in some 

enterprises it is already happening. In order for the transfer of a family enterprise to 

happen with no problems one has to make preparations today. Whether the 

sustainable development success factors of Estonian family enterprises are the same 

as in other countries is an issue to be researched after a couple of decades. However, 

whether the factors inhibiting sustainable development of Estonian family 

enterprises are the same as in other world will be a research topic in a few years 

already.  
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Abstract 

 

The paper focuses on quantitative assessment of the innovationôs role in explaining 

regional disparities and convergence in Europe. The empirical part of the study 

bases on the regional GDP pc and innovation indicators on the EU-27 NUTS2 level 

regions. Based on the selected set of initial regional innovation indicators and using 

the principal components factor analysis method, three composite indicators of 

regional innovation capacity are extracted. Estimating convergence equations, we 

noticed that regional innovations tend to increase inter-regional differences, at least 

during the short-run period. Thus, if regional income convergence is a policy target, 

additional policy measures beside innovation activities should be effectively 

implemented. 
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JEL Classification: R11, O11, C21 

 

1. Introduction  

 

The issue of regional income disparities, growth and convergence has been the 

subject of a large body of empirical research since the beginning of the 1990s. 

Numerous studies on regional growth and convergence have been conducted during 

the recent decades which rely on neoclassical and endogenous growth models (e.g. 

Barro and Sala-i-Martin, 1995; Romer, 1986, 1990; Lucas, 1988; Armstrong, 1995) 

as well as on the NEG ï New Economic Geography models (e.g. Krugman 1991). 

Despite of great interest in this matter, there is continually lot of discussable 

problems related to regional development and policy measures supporting economic 

growth and development of countries and regions. For instance there is still a 

research gap in exploring the role of innovations in regional economic growth and 

income convergence. Innovation activities as well as economic growth vary in 

countries and regions worldwide but the reasons for these different developments 

have not been satisfactorily identified and analysed so far. 

 

                                                                 
1 The authors of the paper are grateful for the Estonian Science Foundation (research grant No 

7756) and the Estonian Ministry of Education and Science (grant No SF0180037s08) for their 

financial support. Also support from NORFACE research program project on Migrant 
Diversity and Regional Disparity in Europe (acronym MIDI REDIE) is acknowledged. Views 

expressed in the paper are solely those of the authors and, as such, should not be attributed to 

other parties. 
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This paper focuses on examining the relationship between regional innovation and 

economic development in the EU countries and their NUTS-2 level regions2 looking 

for the answers to the research questions about the role of innovations in variability 

of regional GDP pc and in regional income convergence. We consider GDP pc a as 

the indicator of the regionsô economic development level. The overwhelming aim of 

the study is to get additional information for elaborating policy proposals that may 

support regional development as well as income convergence if that will be a policy 

target.  

 

The empirical part of the paper bases on the Eurostat data of GDP pc in the EU-27 

countries and their respective NUTS-2 and NUTS-3 level regions. Additionally, we 

use Eurostat and Regional Innovation Scoreboard (RIS) data that are related to 

several aspects of the NUTS-2 regionsô innovation performance. We implement 

principal component factor analysis in order to elaborate composite indicators of 

regional innovation performance. These indicators allow us to quantitatively 

examine the role of innovations in regional development and convergence. Relying 

on composite indicators of regional innovation performance, we specify and 

estimate regression models in order to, first, to examine the relationships between 

the regional GDP pc and composite indicators of regional innovation performance, 

and second, to test conditional convergence hypothesis.  

 

Due to data restrictions on innovation performance it is not feasible to conduct a 

long-run convergence analysis. We can rely on regional innovation information only 

of the period 2000-2007. However, although the explanatory capacity for long-run 

developments is limited, we believe that analysing data of shorter periods may yield 

important insights into recent tendencies in regional income disparities and 

convergence taking into account different innovation performance of the EU 

regions.  

 

The paper consists of five main sections. The next section introduces some 

theoretical and empirical considerations, which are relevant to our analysis. Section 

3 gives a short overview of regional innovation performance indicators and presents 

the results of principal component factor analysis implemented for elaborating 

composite indicators of regional innovation performance of the EU NUTS-2 

regions. The results of empirical analysis examining the relationship between the 

level of economic development and innovation performance as well as the results of 

testing conditional convergence hypothesis are presented in section 4. Finally, 

discussions and conclusions are presented in section 5.  

 

                                                                 
2 NUTS (Nomenclature of Statistical Territorial Units) are spatial units used by EUROSTAT. 

While spatial units in NUTS-0 are countries, the level of spatial aggregation decreases with the 

levels 1, 2 and 3. 
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2. Regional income disparities and convergence: theoretical considerations and 

empirical evidence 

 

Explanatory approaches of economic growth and development are based on 

differences in capital accumulation (Solow 1956 and 1957), technological 

development (Kaldor 1961, Romer 1990), human capital and productivity (Lucas 

1988, Rebelo, 1991), and innovations (Rodriguez-Pose and Crescenzi 2008; 

Lundvall, 1992 and 2007). The theories touching most directly on regional 

disparities and convergence are trade and growth theories, considering also the 

persistence of regional disparities (e.g. Cuadrado-Roura and Parellada, 2002; 

Fingleton, 2003; Harris, 2008). The most well-known arguments for examining 

regional disparities come from the neoclassical approach. According to this 

approach, regional disparities as a rule should vanish over time. The neoclassical 

arguments for vanishing disparities between nations or regions have also been the 

basis for the convergence literature (e.g. Barro, 1991). The full equalisation of 

regional income is captured by the concept of absolute convergence. The arguments 

for absolute convergence rely usually on the Solow growth model (Solow, 1956), 

which predicts the long run growth to approach the long run rate of technological 

progress. If regions are characterised by differences in technological level or other 

factors (e.g. innovations) that influence production factors, the disparities may also 

be persistent. In case of technological differences and innovations each region or 

country converges towards its own steady state, denoted by conditional convergence 

(see also Barro and Sala-i-Martin, 1995). Conditional convergence is consistent with 

endogenous growth models in which technological progress is modelled as 

depending on the concept of ɓ- contributions to the research and development 

(Romer, 1986, 1990; Lucas, 1988).  

 

Absolute convergence hypothesis relies on the traditional neoclassical growth model 

and postulates that relatively poor economies grow faster than relatively rich ones. If 

regions differ only in their initial income levels and capital endowment per worker, 

they converge towards an identical level of per capita income. This is referred to as 

absolute ɓ-convergence. By contrast, conditional convergence exhibits heterogeneity 

in growth factors which gives rise to different growth paths. In the case of 

conditional convergence, where regions are marked, for example, by differences in 

technology, innovation performance, institutions and economic structure, regions 

converge towards different steady-state income levels. A specific problem 

associated with ɓ-convergence is that it does not necessarily imply a reduction in the 

variation of regional income levels over time (see Barro and Sala-i-Martin, 1995). 

Hence, a negative correlation between initial income levels and subsequent growth 

rates does not always prove of declining regional disparities. The results of several 

studies Aobserving regional convergence over a couple of decades show varying 

rates of convergence over time, showing also that the speed of convergence over 

shorter periods may deviate significantly from the long-run average (e.g. Barro and 

Sala-i-Martin, 1995; Armstrong, 1995; Cuadrado-Roura, 2001).  

 

In order to examine income disparities and their dynamics in EU-27 countries and 

their regions, we rely on the Eurostat GDP pc data of the period 1995-2007. First, 



108 

we apply Theilôs index of inequality (Theil, 1967) in order to decompose overall 

regional disparities into within-country and between-country components3
. Theilôs 

inequality measure is derived from information theory and can be associated with 

the strand of literature dealing with inequality (see Cowell, 1995). This index allows 

us to analyse development of regional within-country disparities in the context of the 

general catching-up process taking place in the EU. Figure 1 presents information 

about decomposition of regional disparities between the EU countries and within the 

countriesô NUTS-3 level regions during the period 1995-2007. 

 

We can see that overall inequality is starting to decrease since 2000 but this decrease 

is mainly due to declining disparities in GDP pc between the EU countries 

(including also the countries that started to join since 2004). The share of within 

countries inequality (income disparities between the regions of a country) is slightly 

increasing since that time. Over time the share of within countries inequality 

component has increased to 69,4% in 2007.  
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Figure 1. Theil index based decomposition of income disparities within and 

between EU countries (authorsô calculations based on Eurostat data).  

 

Second, we apply a non-parametric approach based on Kernel function for 

examining the external distribution of regional income disparities of the NUTS-2 

level regions (figure 2).  
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Figure 2. Density functions of regional income distribution in EU (EU-27=100), 

NUTS-2 regions, 1995-2007 (authorsô calculations based on Eurostat data). 

 

In conclusion, regional income disparities are still persistent in the EU and do not 

have a clear tendency to decline. Overall inequality is starting to decrease since 2000 

but this decrease is mainly due to declining disparities in GDP pc between the EU 

countries (including also the countries that started to join since 2004). The share of 

within countriesô inequality is slightly increasing since that time. Over time the 

share of within countries inequality component has increased to around 70% in 

2007. Despite the fact that the number of regions which have income below 50% of 

the EU average is somewhat declining, there is remarkable polarisation of regions 

according to their GDP pc. 

 

3. Regional innovation and composite indicators of regional innovation 

performance  

 

In recent years, the concept of regional innovation systems has evolved into a widely 

used analytical framework generating empirical foundation for policy making. It is a 

widespread belief that innovation system creates a framework for innovation 

performance of a region. At the same time, the concept of regional innovation 

systems does not have commonly accepted definitions yet; usually it is understood 

as a set of interacting private and public interests, formal institutions and other 

organizations that function according to organizational and institutional 

arrangements and relationships conducive to the generation, use and dissemination 

of knowledge (see also Doloreux, 2003; Doloreux and Parto, 2005).  

 

Regional innovation performances are quantitatively examined by several indicators 

integrated within the European Regional Innovation Scoreboard (RIS) providing 

statistical facts on regionsô innovation performance. The RIS methodology and 
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innovation indicators are in conformity with the European Innovation Scoreboard 

(EIS) methodology and indicators (see Hollanders and van Cruysen, 2008; 

Hollanders et al., 2009). Both scoreboards consider innovation as a process 

consisting of three main components: innovation input, activities and output 

establishing three groups of innovation indicators. These are: 1) ñEnablersò 

capturing the main drivers of innovation that are external to the firm; 2) ñFirm 

activitiesò capturing innovation efforts that firms undertake; 3) ñOutputsò capturing 

implementation of innovations into the market and within the organisations, e.g. 

economic effects.  

 

However, the use of some data at regional level presents certain limitations 

regarding data availability and reliability; therefore RIS captures somewhat less 

information compared to EIS (for details see Hollanders et al., 2009). Due to these 

limitations, the RIS does not provide an absolute ranking of individual regions, but 

only ranks groups of regions at broadly similar levels of innovation performance. 

Regions are ranked into groups from high to low innovation performance for overall 

performance (Hollanders et al., 2009).  

 

We elaborate composite indicators of NUTS-2 level regions implementing method 

of principal component factor analysis (FA). This method aims to describe a set of 

initial k variables X1, X2,éXk in terms of a smaller number of m factors that 

highlight the relationship between these variables. It assumes that the data is based 

on underlying factors of the model, and that data variance can be decomposed into 

common and unique factors (for more see Nardo et al., 2005; OECD, 2008). The 

factor model is as follows: 

 

ijij
m
ji eFaX +=ä=1       (2), 

 

where  

X1, X2, é Xk ï initial set of variables (standardised with zero mean and unit 

variance); i = 1, 2, é k; k is the number of the initial variables;  

F1, F2,é.Fm ï aggregated indicators ï common factors (uncorrelated, each has a 

zero mean and unit variance); j = 1, 2,é.m; m is the number of factors;  

aij ï factor loadings related to the variable Xi, measured as a correlation between the 

initial variable i and factor j;  

ei ï the specific factor supposed independently and identically distributed with zero 

mean.  

 

The interpretation of the essence of factors bases on the matrix of the factor loadings 

(aij). In order to support the interpretation of the factor loadings, the rotated matrix 

of the loadings is calculated to obtain a clearer pattern of factor loadings. The most 

common rotation method is the ñvarimax rotationò, which is used also in our case.  

 

As a rule, the choice of initial indicators bases on theoretical and methodological 

considerations and on the checking of the robustness of the extraction results (e.g. 

Cronbach coefficients, several statistical tests, correlation matrix). Based on these 
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considerations and the test results, the indicators were chosen so that they reflect the 

internal consistency of the initial items and describe innovation performance from 

different angles.  

 

In our analysis, we rely on the RIS methodological framework and composition of 

indicators by choosing the initial nine innovation indicators of the EU-27 NUTS-2 

regions. The chosen set of initial variables for elaborating composite indicators of 

regional innovation performance is presented in the table 1. We include three groups 

of indicators that may explain innovation capability of a region: 1) human capital 

related indicators; 2) expenditure to R&D and patens, 3) employment in knowledge 

intensive sectors. We are aware, that by choosing the initial indicators we had to 

take into account limitations of data availability, reliability as well as comparability.  

 

Table 1. Innovation indicators 

Variable Definition  Source  

(Eurostat) 

HRST Human resources in science and technology 

(percentage of economically active 

population) 

Regional S&T 

statistics 

TERTIARY Population with tertiary education (ISCED 

5-6) (1000 between 25 and 64 years) 

Regional labour 

market 

statistics 

LIFELONG Participation in life-long learning (1000 

between 25 and 64 years) 

Regional labour 

market 

statistics 

R&D_PUBLIC Public R&D expenditures (R&D 

expenditures in the government sector and 

the higher education sector) (percentage of 

GDP) 

Regional S&T 

statistics 

R&D_BUS R&D expenditures in the business sector 

(percentage of GDP) 

Regional S&T 

statistics 

PATENT Patent applications to the EPO (per million 

of inhabitants) 

Regional S&T 

statistics 

KNOWL_SERV Employment in knowledge-intensive 

services (percentage of total employment) 

Regional S&T 

statistics 

TECH_SECTORS Employment in high-tech sectors (high-tech 

manufacturing and knowledge-intensive 

high-technology services) (percentage of 

total employment) 

Regional S&T 

statistics 

TECH_MANUF Employment in high and medium high-

technology manufacturing (percentage of 

total employment) 

Regional S&T 

statistics 

Source: Eurostat 2010, 2011. 
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The chosen indicators capture both input to innovation (human capital, investments) 

as well as possible outcomes (e.g. employment in knowledge and technology 

intensive sectors) of innovation activities.  

 

We are aware that these indicators as well as the activities behind them are closely 

interrelated. The high correlation of the initial innovation indicators (called 

multicollinearity) is one of the problems related to the measurement of innovation 

that was also stressed by Schibany and Streicher (2008). That creates complications 

for specification and estimation of models regressing level of economic 

development (GDP pc) as an independent variable and innovation indicators as 

dependent variables. The implementation of factor analysis enables us to avoid 

multicollinearity problem in the regression model. 

 

Based on the selected set of initial innovation indicators (table 1) for the 262 NUTS-

2 regions of the year 2007 and implementing the principal components factor 

analysis method we extracted three principal components ï factors Fj(j = 1, 2, 3) 

that explain 80,8% of the variation of the initial innovation indicators. The first 

factor (F1) explains 38,7%, the second (F2) 22,0% and the third (F3) 20,1% of the 

total variation. Table 2 presents the rotated factor loadings for the factors and the 

explained variance. 

 

Table 2. Rotated factor loadings 

Initial indicators  Factor 1 Factor 2 Factor 3 

HRST 0,86 0,27 0,15 

TERTIARY 0,18 0,95 0,09 

LIFELONG 0,39 0,86 0,13 

R&D_PUBLIC 0,64 0,32 -0,08 

R&D_BUS 0,60 0,22 0,60 

PATENT 0,69 0,11 0,55 

KNOWL_SERV 0,91 0,19 0,00 

TECH_SECTORS 0,70 0,25 0,44 

TECH_MANUF -0,05 0,04 0,95 

Explained variance (%) 38,65 22,00 20,14 

Cumulative variance (%) 38,65 60,65 80,79 

Note: factor loadings Ó0,6 are in bold. 

Source: authorsô calculations based on Eurostat data. 

 

First composite indicator or factor has the strongest loadings (correlations) with the 

indicator ñemployment in knowledge intensive servicesò (0,91). Other strong factor 

loadings are with the variables (HRST, TECH_SECTORS, R&D_PUBLIC, 

R&D_BUS and PATENT) that are related to the employment in knowledge 

intensive services capturing both private and public sectors (e.g. education, 

medicine). We name this factor as the factor of knowledge based service sector (F1). 

Second factor has the strongest loadings with the education variables (TERTIARY, 

LIFELONG); we name this factor as the factor of human capital (F2). The last 

composite indicator ï factor has the strongest loadings with the initial variable that 
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characterises employment in high-tech manufacturing sectors (TECH_MANUF) 

having also statistically significant and strong factor loadings with variables 

PATENT and R&D_BUS. This factor (F3) we consider as the factor of high-tech 

manufacturing.  

 

The level of composite indicators ï factors F1, F2 and F3 in every region are 

characterised by the factor scores that exhibit the level of the composite indicator for 

a region in comparison with other regions. If the value of the score is 0, that means 

that according to the factor this region has the average level, and respectively a 

negative and positive score reflects the regionsô position below or above the average. 

In order to summarize the scores of the regionsô innovation performance factors F1, 

F2 and F3 to obtain a synthesized innovation indicator ï the aggregated innovation 

indicator ï we use the weights that represent the explanatory power of these factors 

(respectively 0,387 for F1; 0,220 for F2 and 0,201 for F3; see table 2).  

 

Table 3 presents information about distribution of the regions according to their 

innovation capability and the level of the GDP pc relative to the EU-27 GDP pc. 

Majority of EU NUTS2 regions (31,7%) belong to the group where the level of per 

capita GDP forms 100-125% of the EU average level. The factor scores of all three 

factors F1, F2 and F3 ï the composite indicators as well as the aggregated 

innovation indicator of regionsô innovation performance are as a rule above the 

average in the regions with high GDP pc.  

 

Table 3. Composite innovation indicators of the EU-27 regions (measured by factor 

scores) 

  GDP pc <75% 

GDP pc 75-

100% 

GDP pc 100-

125% 

GDP pc 

Ó125% 

Aggregated 

innovation 

indicator -0,55 -0,13 0,23 0,46 

F1. Knowledge 

based service -1,19 -0,05 0,38 0,87 

F2. Human 

capital -0,09 -0,23 0,07 0,32 

F3. High-tech 

manufacturing -0,33 -0,31 0,32 0,29 

n 60 69 83 50 

Source: authorsô calculations based on Eurostat data. 

 

In conclusion, the preliminary results of empirical analysis of innovation capability 

of the EU NUTS-2 level regions, which can be explained by three composite 

innovation indicators and measured by the factor scores, show that distribution of 

the regions according to their level of economic development (measured by GDP pc) 

is strongly related to innovations.  
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4. The role of innovation in regional economic development and convergence 

 

In this part of our paper we examine more profoundly the relation between the level 

of economic development and innovation performance of the EU regions 

implementing regression analysis and estimating several regression models. We also 

test the hypothesis of conditional convergence controlling for the regional 

innovation performance indicators.  

 

The role of innovation capability in regional economic development and 

convergence processes is considered from two angles putting emphasis on testing of 

following research hypothesis: 

1) the variability of the level of economic development measured by the GDP pc as 

a proxy of regional income is statistically significantly explained by the regional 

innovation performance described by the factor scores of the composite indicators 

F1, F2 and F3;  

2) there is an evidence of conditional ɓ-convergence of regional income if 

controlling for innovation performance (measured by the factor scores of composite 

indicators) and country-specific effects (measured by dummy variables for 

countries). ɓ-convergence is defined as a negative relationship between initial 

income levels and subsequent growth rates. 

 

In order to test these hypotheses two basic regression equations will be estimated 

based on the data for 262 EU NUTS-2 level regions. 

 

First, regression equation examining the role of innovation factors in explaining 

variability of regional income: 

 

 
(3),  

where  ï GDP pc (PPS) in 2007; 

  ï knowledge based service factor in 2007; 

  ï human capital factor in 2007; 

  ï high-tech manufacturing factor in 2007; 

  = 1 if EU-12 and 0 if EU-15; 

  ï country dummies; 

  ï error term;  ï constant;  ï parameters. 

 

Second, regression equation of conditional ɓ-convergence of regional income: 

 

 

    (4), 
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where  ï GDP pc (PPS) in 2007 and 2000; 

  ï knowledge based factor in 2000; 

  ï human capital factor in 2000; 

  ï high-tech manufacturing factor in 2000; 

  =1 if EU-12 and 0 if EU-15; 

  ï country dummies; 

  ï error term;  ï constant;  ï parameters. 

 

We implement the common cross-sectional OLS approach for testing hypotheses 

and estimating the regression equations (3) and (4) controlling also for 

heteroskedasticity and using robust estimators in the case of necessity.  

 

Figure 3 examines the relationship between regional GDP pc and the aggregated 

indicator of regional innovation performance as a weighted average of the factor 

scores of the innovation factors F1, F2 and F3. The figure confirms our opinion that 

the variability of regional income might be remarkably explained by the variability 

of regional innovation performance. 
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Figure 3. Regional income ( ) and aggregated innovation index (authorsô 

calculations based on Eurostat data). 

 

For testing the hypothesis 1 about the statistically significant relationship between 

the level of regional income and innovation performance we estimate several 

variants (models 1, 2 and 3) of the basic regression equation (3). The estimated 

models differ depending on the inclusion or not of the country-specific ( ) 

and country-group (EU-15 or EU-12) dummies into the model.  
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Table 4 presents the modelling results of testing the hypothesis 1.  

 

Table 4. Cross-sectional OLS between regional income ( ) and 

innovation factors 

 Model 1 Model 2 Model 3 

 ï Knowledge based 

service 
0,309***  

(0,019) 
0,227***  

(0,022) 
0,281***  

(0,026) 

 ï Human Capital 0,055***  

(0,017) 
0,049***  

(0,015) 
0,052***  
(0,013) 

 ï High-tech manufacturing 0,075***  

(0,014) 
0,071***  

(0,012) 
0,114***  
(0,015) 

  
 

-0,373***  

(0,049)  

 
No No Yes 

 
10,019***  
(0,015) 

10,098***  
(0,013) 

10,022***  
(0,025) 

R2 0,634 0,737 0,846 

Adjusted R2 0,630 0,732 0,827 

n 262 262 262 

Note: Robust standard errors in parentheses. Significant at *** 1%, ** 5%, *10% level.  

Source: authorsô calculations. 

 

The estimation results show that the variability of regional income is statistically 

significantly related to regional innovation performance and this relationship is 

statistically significant in both cases when country-specific factors are taken into 

account (model 3) as well as in the case they are not taken into account (model 1). 

All indicators of regional innovation performance (factors 1, 2 and 3) are positively 

related to the regional income. The level of regional income is as a rule lower in the 

EU new member states (model 2). 

 

Table 5 presents the testing results of the conditional ɓ-convergence hypothesis 

(hypothesis 2).  
 

When the estimated coefficient of logarithm of the initial income variable 

( ) is statistically significant and negative, we confirm the hypothesis that 

poor economies tend to grow faster than rich ones (see models 4, 5 and 6 table 5; see 

also figure 4).  

 

Since the convergence patterns are supposed to differ between the EU-15 and the 

NMS (EU-12), the country-group dummy is included in the equation (model 5). The 

parameter of this variable is statistically significant confirming the view that 

regional convergence/divergence processes are different in these groups of 

countries. According to the model 5, only the parameter of innovation performance 

composite indicator F2 (human capital) is statistically significant. The sign of this 

parameter is positive indicating that human capital as a composite indicator of 
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regional innovation performance is in favour of income divergence, at least in the 

short run time horizon.  

 

Table 5. Cross-sectional OLS: conditional ɓ-convergence ( ) 

 Model 4 Model 5 Model 6 

 
-0,215***   

(0,027) 
-0,117***   

(0,033) 
-0,063***   

(0,022) 

 ï Knowledge based service 
0,018* (0,09) 

0,010 

(0,008) 
0,030***  

(0,009) 

 ï Human capital 
0,015***  

(0,006) 
0,013**  

(0,006) 
0,004 

(0,004) 

 ï High-tech manufacturing 
0,003 

 (0,006) 
-0,003  

(0,006) 
0,004 

(0,005) 

  
 

0,127***  

(0,029)  

 
No No Yes 

 
2,376***  

(0,263) 

1,395***  

(0,322) 
0,852**  
(0,215) 

R2 0,472 0,533 0,861 
Adjusted R2 0,464 0,524 0,843 

n 262 262 262 

Note: Robust standard errors in parentheses. Significant at *** 1%, ** 5%, *10% level.  

Source: authorsô calculations. 
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Figure 4. Initial income ( ) and economic growth ( ) (authorsô 

calculations based on Eurostat data). 

 

When country specific dummies are included in the regression equation (model 6), 

the estimation results show that only factor 1 (composite factor of knowledge-based 

service) has statistically significant relation to economic growth. Positive sign of the 
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relevant parameter indicates that this innovation performance factor is not in favour 

of supporting convergence; it even indicates favouring divergence. Thus, the regions 

where the initial level of knowledge based services is higher grew faster. When 

country-specific conditions are taken into account, other two factors (F2 ï human 

capital, F3 ï high-tech manufacturing) do not have statistically significant relation to 

regional convergence in the short-run perspective (2000-2007). Evidently, the 

effects of human capital and high-tech manufacturing have also time-lag being 

transformed into regional economic growth.  

 

In conclusion, we got confirmation to the hypothesis 1 that regional innovation 

performance is playing a significant role in explaining regional income disparities 

between the EU NUTS2 regions. At the same time, regional income convergence, 

which has been rather weak during the investigated short run period (2000-2007), is 

not supported by the innovation performance of regions.  

 

5. Conclusion 

 

Regional income (measured by GDP pc) shows considerable and persisting 

variability in EU. Although over time, regional income disparities have decreased 

between member states, they have been rather stable or even increased within 

countries themselves. This suggests that persistent economic disparities continue to 

pose a challenge for EU, its member states and regions. I Innovation is aimed at 

increasing productivity and gaining competitive advantage, thereby leading to an 

increase in the level of economic development of countries and regions. Therefore 

regional innovation has become an important political target in EU regional policy. 

 

In order to empirically assess the role of innovation in regional economic 

development and convergence process, regional income level and convergence 

models were estimated based on the EU NUTS-2 regions data having composite 

indicators of regional innovation performance (factors F1, F2 and F3) as explanatory 

variables. The composite indicators of regional innovation performance were 

elaborated using the method of principal components factor analysis for the 262 EU 

NUTS-2 regions of the years 2000 and 2007. The extracted three factors explain 

80,8% of the variation of the regionsô initial innovation indicators. The first factor 

(F1 ï knowledge based service) explains 38,7%, the second (F2 ï human capital) 

22,0% and the third (F3 ï high-technology manufacturing) 20,1% of the total 

variation of regional innovation performance.  

 

The most important role in regional variability of GDP pc is played by knowledge 

based services. Knowledge based services are typically above average in high-

income old member states regions, which are known for investing heavily in R&D 

in public and private sector, supporting scientific and technological fields, 

knowledge-intensive service and high-technology sectors and encouraging patenting 

activity. The statistically significant relationship between economic development 

and human capital factor also found support. Investments in human capital, 

especially in higher education and life-long learning, create favourable conditions 

for knowledge development and innovative activities in a region. Lastly, statistically 
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significant relation between economic development and medium and high 

technology manufacturing factor got confirmation, referring to the need to continue 

investments in the field. In high-income old member states regionsô high-technology 

manufacturing is supported by private sector R&D investments and patenting 

activity. In mostly low-income new member states regions last two activities remain 

at considerably lower level affecting the potential of high-technology 

manufacturing. In addition, high-technology potential needs labour force with 

specific skills which are not always present in a region. 

 

The results of conducted regression analysis show that almost 63,4% of variability 

in regional GDP pc can be explained by factors of regional innovation performance 

(Model 1). If country specific dummies were included in the model (see Model 3), 

the explanatory power of the model increased till 84,6%. The opinion that regionsô 

innovation performance plays an important role in explaining regional income 

inequality got support during our empirical study. Thus, the results allow once again 

concluding that innovative efforts of regions are supportive to their economic 

development measured by the GDP pc. The empirical results of our study also show 

that innovation factors explain around 47,2% of short run (2000-2007) economic 

growth in the EU-27 NUTS-2 regions. Additionally, around 40% of regional growth 

is explained by the country specific factors explain.  

 

Estimators of conditional convergence model confirms that regional inequalities are 

decreasing in the EU, but innovative activities even tend to increase regional GDP 

pc differences, at least in the short run perspective (2007-2000). High-income 

regions, where knowledge based services play an important role, are evolving 

rapidly and thus income convergence process is not supported. Innovative regions 

tend to have higher productivity and income levels, which leads to differences in 

regional levels of economic development. In conclusion it can be said that regional 

development and convergence process depends on innovation, but it also depends on 

other factors like institutions, infrastructure, political stability etc., which affect the 

potential to absorb, use and assimilate innovations in a region. If regional income 

convergence is a policy target, additional policy measures beside innovation 

activities should be effectively implemented.  
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Abstract 

 

Increasing fiscal pressure has forced local governments to seek new sources of 

autonomous revenues for financing public services. Charging users of social 

services has been modest, but with an aging society and growing social costs, this 

option needs to be reconsidered. This paper combines the results of the survey on 

the application of user charges on local social services in Estonian local 

governments (LGs) with the official financial and population statistics in order to 

discover trends and explore factors determining the application of user charges in a 

small, unitary, highly centralised, post-soviet country. We conclude that user 

charges are mainly considered as a source of information and additional income to 

partially cover service costs ï the possibilities of increased efficiency and demand 

control have remained undervalued. The probability of charging users of social 

services tends to be greater if the income level of inhabitants is higher, reflecting the 

óability to payô principle. Charging users is more probable in the municipalities 

where the social costs are higher in volume or in proportion to the budgetôs 

expenditures. 

 

Keywords: public finance, municipalities, user charges, social services, Estonia 

 

JEL Classification: H, I 

 

Introduction  

 

User charges may be defined as prices of publicly provided goods and services 

(Wagner, 1991; Bºs 1986). In considering the public finance theory such charges 

could be levied on the majority of local government services which are not pure 

public goods. In this respect social services are good candidates for the application 

of user charges as they are individual-based, their consumption is rival and 

excludable. 

 

In a global competitive environment, local governments are progressively 

experiencing difficulties in collecting their own revenues and are largely dependent 
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on central government grants. The introduction of user charges may benefit the 

budgetary situation in ceteris paribus and increase the efficiency of service 

provision. As social services represent a large share of the public services offered by 

municipalities, and with the aging of societies, this burden is increasing; introducing 

at least partial cost coverage by users would help to reduce the budgetary burden of 

local governments. On the other hand, a growing focus on customer demand for 

public services and service quality, which are characteristic to the New Public 

Management, emphasise the need to interlink the financing and consumption of 

public services. User charges provide a good option for this by reflecting the 

consumersô willingness to pay. However, the introduction of new charges may not 

be easy: following the path dependency from the era of the Soviet Union these 

services are in general offered free of charge. 

 

In this paper, we seek to identify the possibilities for introducing user charges in the 

case of social services in a small, unitary, highly centralised, post-soviet country. 

This requires an understanding of the determinants of charging the users of social 

services. We use the opportunity of combining a unique survey database with 

official financial and population data from Statistics Estonia to explore this question. 

 

The paper is divided into four sections. The first part provides a theoretical overview 

of motivations and limitations for introducing user charges. The second part gives a 

short overview of the application of user charges in the Estonian context, including 

main revenue sources of Estonian local governments as well as their jurisdiction 

with respect to the provision of social services. Data and methodology of the 

empirical analysis are explained in the third part of the paper. The last part deals 

with the analysis of determinants of the user charging policies. Firstly, principles 

and preconditions from the viewpoint of the local governmentsô (LG) are explored. 

The trends are further tested with statistical data analysis. 

 

1. Theoretical foundations of applying user charges 

 

Although the term ñuser chargesò is widely used by governments and scholarly 

discussions, there is no universal agreement about the exact meaning of this term. 

Most commonly, user charges are defined as prices that government requests from 

users of specific services provided by the public sector (see e.g. Bºs, 1986; Wagner, 

1991; Bohley, 2003). The application of user charges assumes that the goods and 

services in question possess some private good characteristic ï the consumers who 

do not pay can be excluded from the consumption and the consumers are in rivalry 

for the consumption of goods and services. Nevertheless, user charges should be 

clearly distinguished from prices in the private sector and they differ in that they are 

collected by public bodies and thus their application follows the traditional aims, 

which are characteristic of the public sector (Bohley, 2003). Bailey (1999) explains 

that using the term ñchargeò instead of ñpriceò reflects the administrative, rather than 

market based, determination of payments. However, many researchers and theories, 

especially in continental Europe, still use the term ñpublic pricesò to deal with 

publicly charged goods and services. 
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The discussion about public pricing has a long economic history. During the last 100 

years there have been a number of outstanding publications forming the classics of 

public economics. Nevertheless, practical experience in the application of user 

charging has been rather diverse and inconsistent across countries, as well as across 

service fields. For example, public utilities such as electricity, water, traffic, and 

refuse collection are publicly priced in most Western Economies; social services, 

education, and health are less common candidates (Bºs, 1986). 

 

The general public finance theory suggests that, to the fullest extent possible, 

services that the government provides should be financed by user charges and fees to 

ensure the effective provision of goods and services (see e.g. Bºs, 1986; Bailey, 

1999). Charges should be levied on those who receive the benefits from services 

wherever the government can identify such beneficiaries. Local taxes and grants 

should only be used to part-finance those services which are subject to market 

failures fulfilling the assumptions of non-rivalry and non-excludability (Bailey, 

1999; Bohley, 2003). 

 

Charging users of services has many advantages. First, user charges allow residents 

and businesses to know how much they are paying for the services that they receive 

from local governments. Based on the services provided and the costs incurred, 

residents and businesses can therefore make efficient decisions about how much to 

consume. When consumers do not know the cost, they are likely to consume more or 

less than what is efficient leading to expansion and redistribution of the service 

(Wagner, 1976; Reddy, Vandemoortele, 1996; Bailey, 1999; Bird, Vaillancourt, 

2006; Blºchliger, 2008). On the other hand, service-providers will only be made 

more responsive to service users if their revenues are directly dependent upon the 

volume of use of their services. The market mechanism is, in this respect, leading to 

a situation where the poor quality of services leads to a loss of revenues from sales 

and thereby forces the service provider to care about the production costs as well as 

the quality of the service (Bailey, 1999). 

 

Second, if user charges are established following the equality principle, they may 

serve information purposes. They provide the government with information about 

the quantity and quality of goods and services that people want and thus, for what 

they are willing to pay. Without direct charging, citizens do not have a mechanism 

(except for voting every few years) to register their demand for local goods and 

services (Darby, Muscatelli, Roy, 2003; Bohley, 2003; Bird, Vaillancourt, 2006). 

 

Third, user charges satisfy the equality principle when equity is based on benefits 

received. All individuals pay an amount that reflects the additional benefit they 

receive from a unit of the good or service (Bird, Vaillancourt, 2006). This benefit 

principle had already been emphasised by Oates in 1972. According to him public 

expenditures should be assigned in a way that provision of public services is made 

by the jurisdiction representing the smallest possible area over which the benefits are 

distributed. 

 



125 

Fourth, user charges may help to raise revenue in order to increase public service 

quality (Blºchliger, 2008). 

 

User charges designed in accordance with the equality principle will, in general, 

reflect the marginal cost of providing the service (Bohley, 2003). However, the 

marginal cost of services may vary considerably in different municipalities, for 

example transport costs depend on the distances as well as population concentration 

within the municipality, availability of hospitals or care institutions and so on. In 

some cases this might lead to the situation where, if the marginal cost is charged, 

some people might not be able to pay it and would be likely to leave these 

communities if they are not subsidized. In other words, charging an amount that 

reflects the true marginal cost of providing services to remote areas could reduce the 

number of people living there (Bird, Vaillancourt, 2006). Hence, one could expect 

that user charges are applied less in remote areas and favoured more in urban areas 

and in more developed regions where the income level of inhabitants is higher. 

 

Another problem with charging for services concerns the cost of administration. 

Both determining the appropriate amount of the charge and enforcing it can be 

costly. If the administrative costs exceed the revenues collected, user charges may 

not be worthwhile (Bird, Vaillancourt, 2006). This leads to the conclusion that 

charging users would assume a critical mass of users. 

 

On the other hand it is a shared understanding that market mechanisms may 

jeopardise equal and universal access to public services (Reddy, Vandemoortele, 

1996; Bailey, 1999; Blºchliger, 2008). Thus it is expected that local governments 

should make an exemption for those low-income households who are unable to pay 

the charges requested, that is to take into account the usersô ability to pay. Darby, 

Muscatelli and Roy (2003) emphasise also that user charging will be viable only if 

the costs of collection and of compensation through the benefit system are low 

relative to the sums that can be levied and the efficiency gains that result. Countries 

that have tried to increase reliance on fees and charges have generally aimed at 

striking a balance between co-payment and maximum contribution to avoid 

imposing unduly high expenses on some households. 

 

Based on the above, the following hypotheses were raised. 

¶ Municipalities where the average income level of inhabitants is higher tend to 

employ user charges more because the ability to pay of potential service-users 

is presumably higher. 

¶ Larger municipalities tend to apply user charges more as the efficiency gains 

expected from charging the users would be larger (as marginal costs for 

providing services are lower and thus the potential gain from introducing a user 

charge would be larger). 

 

In addition, positive theories of fees point out several other factors that may 

influence fees. Friedrich et al. (2004) suggest indicators for success in competition 

such as market shares, outputs, indicators as employment, production, migration, 
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growth rates, budget sizes; political indicators such as number of votes; as well as 

objective functions of management and owners in fee-generating institutions. 

 

2. Framework of LG financing and of social service provision in Estonia 

2.1. Position of user charges in financing Estonian local governments 

 

As the legal, statistical and financial definition of user charges may be very nation-

specific, it is quite difficult to estimate the share of user charges in an international 

perspective. According to Blºchliger (2008) user charges make up a considerable 

part of public sector revenue in some countries, accounting for 2.3% of GDP. 

Finland, New Zealand and Sweden have the highest charge-to-GDP ratio. In a few 

countries revenue from user charges even exceeds revenue from local taxes (Greece, 

Ireland, and the Netherlands). Tax and revenues from user charges are positively 

correlated, that is sub-central governments with a higher tax share tend to have 

higher user charges. Whilst user charge structure across government function is not 

available, questionnaire responses suggest that most user charges at the sub-central 

level are levied for technical services such as public transport, water, and waste 

collection. For a more detailed overview please consult Blºchliger (2008). The 

increasing importance of fees is also predicted by Friedrich et al. (2004) in Britain, 

Germany, Switzerland, and Poland. 

 

In Estonia the term ñuser chargesò is not explicitly used in governmental accounts. 

Instead, the accounting system provides information on public sector sales of goods 

and services for markets ī market output4. The share of the market output in 

Estonian LG revenues is about 11%, being the third largest source of local revenues. 

 

The major part of LG revenues in Estonia comes mainly from personal income tax 

(see Graph 1), which in 2010 reached 46% of total LG revenues. Personal income 

tax is a centrally administered tax, central government determines the tax base, tax 

rates, and tax benefits. Local governments are granted a fixed share of residentsô 

income. The share was reduced in 2009 from 11,8% to 11,4% whereas the income 

tax rate is 21%. The costs of tax threshold and tax exemptions are borne by central 

government. 

 

The second largest income of LGs is state grants (34% of total revenues), which are 

divided between conditional and unconditional transfers. Conditional transfers are 

allocations in the form of block grants as well as transfers from different ministries 

to perform state functions at the local level. These funds include transfers for 

teachersô salaries, subsistence benefits, and so on. Unconditional transfers are 

allocated to the local governments as equalisation grants to balance excessive 

differences among the revenue bases of different local authorities and to provide 

                                                                 
4 Market output ð general government receipts from the sale of goods and services sold at 
economically significant prices. This means that more than 50% of the production cost is 

covered by sales. The data also includes output for a LGs own final use and payments for other 

non-market output. (Statistics Estonia). 
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also the weakest municipalities with the possibility of rendering adequate public 

services to their inhabitants. 

 

Local taxes as a traditional source of LG own revenues play only a minor role in 

Estonian LG revenues accounting for approximately 1% of total revenues. 

 

Personal 
income tax

46,0%

Land tax
4,0%

Local taxes
1,1%

Sales of goods 
and services

11,0%

Sale of tangible 
and intangible 

property
1,1%
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Grants
34,0%
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0,4%

 

Graph 1. Local government revenues in Estonia, 2010 (own calculations, data from 

Statistics Estonia). 

 

Consequently, revenues of local governments in Estonia are in large part controlled 

by central government. More extensive employment of user charges could ceteris 

paribus allow an increase in the revenue autonomy of the LGs and improve the 

quality as well as adequacy of public services provided at the local level. 

 

The application of user charges is also unequal ï there are services where the 

application of charges is a norm (for example water and sewerage), but there are 

fields like social services where the share of revenues remains well below the 

expenditure levels. The largest part of market output consists mainly of revenues 

from education (including kindergarten fees, fees for kindergarten and school food) 

as well as technical services such as sewerage, waste collection and other utilities 

(see Graph 3). 
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Graph 2. Division of sales revenues between the service areas, 2010 (Ministry of 

Finance of Estonia, own calculations). 

 

2.2. Overview of the framework of social service provision by local 

governments in Estonia 

 

Provision of social services by local governments is regulated by the Local 

Government Organisation Act (LGOA) and the Law of Social Welfare (LSW). 

LGOA determines the functions, responsibilities, and organisation of local 

authorities and the relations of local authorities with one another and with central 

governmental institutions. In addition, the Act provides the basis for the 

participation of local governments in economic activities, the procedure of the 

formation of municipal districts, the general structure of the local council, and so on, 

thus creating a basis for different forms of service provision. 

 

Responsibilities of local governments within the area of social welfare include 

taking care of the elderly and disabled as well as other persons in need of assistance. 

The law indicates the following services (LSW, www.riik.ee) that LGs are obliged 

to offer and finance: 

¶ social counselling ï advising persons on their social rights and assistance in 

resolving specific problems; 

¶ elderly day care centres ï intended as a social meeting point for the elderly 

where recreational activities and different social services are provided; 

¶ home care ï includes home assistance and nursing assistance in the home 

environment, which helps the person in need to cope in his or her familiar, 

accustomed environment; 

http://www.riik.ee/
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¶ home child care ï service supporting the parentôs employment, studying or 

coping (it does not include municipal kindergartens which are regulated by a 

separate law); 

¶ personal assistant ï for assisting a disabled person and reducing the care-giving 

workload on his or her family members; 

¶ social housing ï providing housing for individuals and families who are not 

capable or able to procure it themselves; 

¶ adapting a dwelling ï for those who have difficulties moving around in their 

dwelling or coping; 

¶ nursing home care ï for those who need auxiliary assistance and nursing care 

service in a social welfare institution. 

 

Of course, municipalities may also provide supplementary social services at their 

discretion in addition to the aforementioned. 

 

LGOA allows for a significant variation of juridical forms of service provision. LGs 

might offer the services themselves either by employing specialists directly or 

creating institutions such as foundations, non-profit or profit organisations owned by 

LGs to provide the service on behalf of the LG. This is mostly used in the case of 

home care services, social transport, and elderly day-care services. At the same time, 

the LGs have the option of delegating the service provision to non-governmental 

bodies. This is used for example in the case of shelters or child care. LGs can also 

outsource the service to the private sector. This is used for example in the case of 

personal assistant services. But local governments can also buy the service either 

from other municipalities or from the private sector at market prices. This is most 

common in the case of nursing homes, which might be either private or municipal. 

The variety in types of service provided makes it difficult to find an appropriate way 

of introducing charges. However, nursing homes provide a good example of a fee-

based service. In general the nursing homes, either municipal or privately owned, 

charge up to 85-95% of the service userôs income for the service they provide. The 

rest of the user charge is either covered by the family of the service-user or by the 

LG. 

 

In general, and characteristic of a post-soviet country, fee setting is still very vague 

and unregulated as the attempts of fee application have such a short history. The 

right to set fees relies on the municipal government, who may delegate the fee 

setting right to municipal agencies (LGOA,Ä31). In some cases, like kindergarten 

participation fees, the fees are partially regulated by central laws. There are also 

services which operate under a cost coverage rule such as public utilities. In the case 

of social services there is no central regulation on fee setting. This results in 

divergent practises of fee setting even within municipalities ï in the case of some 

services fees are determined by the local enterprises or set by the municipal 

government, in other cases they are determined by the private or non-governmental 

institutions providing the services. 
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3. Data and methodology 

 

The data used for distinguishing Estonian municipalities that charge users of 

personal social services from those that do not charge users is obtained from the 

survey ñCharging individuals and/or their families for social services by local 

governmentsò (ñKohaliku omavalitsuse poolt isikult ja/v»i perekonnalt 

sotsiaalteenuste eest tasu n»udmineò) carried out by the Praxis Centre for Policy 

Studies in 2010-2011 at the request of the Ministry of Social Affairs of Estonia. The 

reason for using data from this survey is that there are no statistics about user 

charges imposed on social services by the LGs in Estonia. The questionnaire was 

sent to all 226 LGs in November 2010; the response rate was 100%. 

 

Persons responsible for the management of social affairs in the municipalities were 

asked whether they charge users and/or their families for social services provided by 

the municipality. It is important to emphasise that the answer was purely defined by 

the local representatives themselves and is therefore a subjective view. In the case of 

some services, such as nursing home care where the service is often purchased from 

the private sector or from other municipalities, or social and municipal housing, 

where the administration is carried out by different officials or departments, results 

might be somewhat biased and the number of LGs where users are requested to pay 

fees might be higher. The survey results were explored and clarified during the 20 

in-depth interviews carried out with representatives of the local governments and 

service providers. 

 

For the statistical analysis, one of the LGs that charges users had to be removed 

from the database because of the amalgamation of two municipalities in autumn 

2009. As the survey was conducted in 2010 but the other statistical data is from 

2009, we did not have data for the amalgamated municipality. Therefore the number 

of municipalities included in the statistical analysis is 225. 

 

The variables describing municipality characteristics were obtained from Statistics 

Estonia. The data for 2009 was used because no 2010 data was available for most of 

the variables at the time the analysis was conducted. The choice of variables is 

dictated by the fact that the social services included in the study are mainly targeted 

at the elderly and/or disabled people. The selection of variables was constrained by 

data availability. The variables included in the study are: population, elderly 

population5, income level of inhabitants, budget volume, importance of social 

sphere, importance of social costs for the elderly and disabled, and volume of social 

costs for the elderly and disabled. Population (popul) describes the number of 

inhabitants in the municipality on 1st January 2009. Elderly population (popul65) 

describes the relative proportion of people over 65 years of age in the whole 

population of the municipality on 1st January 2009. Additionally the relative 

proportion of very old people (over 85 years of age) is included in the analysis 

(popul85) as these people are supposedly the main target group of most personal 

social services included in the study. Income level of inhabitants (INC) is calculated 

                                                                 
5 The number of disabled inhabitants is not available by administrative unit. 
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as the local budget receipts from personal income tax per inhabitant. This indicator 

is chosen because the average income data of individuals is not available by 

municipality. Budget volume (budgvol) describes the overall wealth of the 

municipality and is calculated as local budget expenditures per inhabitant, whereby 

local budget expenditures are without allocations for investments from the state 

budget. These allocations are excluded because they are made for specific purposes 

and may constitute a significant proportion of the local budget of a small 

municipality in a single year. Importance of social sphere (socimport) is calculated 

as the proportion of social protection expenditures from the local budgetôs total 

expenditures without allocations for investments from the state budget. Importance 

of social costs for elderly and disabled (eldsocimport) is calculated as the proportion 

of these expenditures from the local budgetôs total expenditures without allocations 

for investments from the state budget. Volume of social costs for the elderly and 

disabled (socvolpop65) are calculated as social expenditures for elderly and disabled 

people per elderly inhabitant (i.e. over 65 years of age). Additionally the costs for 

elderly and disabled people per inhabitant over 85 years of age (socvolpop85) are 

calculated. 

 

In the statistical analysis firstly the hypotheses were tested that the variables chosen 

(population, elderly population, income level of inhabitants, budget volume, 

importance of social sphere, importance of social costs for the elderly and disabled, 

and volume of social costs for the elderly and disabled) have different means in the 

two relevant groups of municipalities (LGs charging users of local social services 

and LGs not charging users of local social services). As the tests of normality 

(Kolmogorov-Smirnov) showed that normal distribution cannot be assumed, the 

nonparametric Mann-Whitney U-Test was used for testing these hypotheses. 

 

As a second step a logistic regression analysis was used for estimating the 

probability that a municipality charges users of personal social services and for 

identifying the variables relevant for this prediction. 

 

4. Results and discussion 

4.1. General attitudes towards charging for local social services 

 

According to the survey users are charged for at least one kind of social service in 

153 municipalities, that is in 68% of all LGs. 73 municipalities (32% of all LGs) 

claim not to charge for any social services that are provided by the municipality. 

 

The practice of charging users of social services is rather divergent among the 

service fields as would be expected based on the different characteristics of services 

(Graph 3). Charges are often used in the case of nursing homes and social housing 

where the service is clearly individual and can easily be linked to the amount of 

consumption of the service. However, the principle of individuality of services is 

also evident for other services such as home care which is an alternative to nursing 

homes, but also child care, adapting a dwelling, providing personal assistance, 

elderly day care services ï all of them are person-related services and do not create 

considerable externalities. Thus, based on the allocative efficiency consideration 
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explained previously, social services costs contain a significant potential for 

introducing user charges. 

 

One reason why charges are not used in the case of home care services, elderly day-

care and child care services, is that the marginal costs of these services may be 

rather low in some cases. For example, in the case of home care, the service is 

usually provided by an LG-employed social worker on a monthly salary basis, thus 

the costs of the service do not depend directly on the number of service users. 

 

 

Graph 3. User charging practises in the case of different social services offered by 

LGs in Estonia. 

 

Considering the principles that Estonian LGs take into account when deciding 

whether to charge users of social services or not (see Graph 4), it can be concluded 

that most of them (78% of all LGs) follow the principle of providing emergency care 

free of charge. However, 22% of LGs that charge users for some services do not 

consider this principle important. 

 

The usersô ability to pay is clearly one of the most important factors that limit the 

use of charges. This option was marked by 83% of the LGs not charging users of 

social services and even by 57% LGs that do charge users for some services. 

 

The majority (69%) of LGs applying charges to control the amount of service usage 

and in order to acquire information on the number of service users. Financial 

concerns are indicated by approximately one third of LGs that apply charges for 

some services. 

 


