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FINANTSTURGUDE REGULEERIMINE"
Sissejuhatavaid motteid praegustest probleemidest

Majanduskriisid voimenduvad finantsturgude destruktiivsete mojude kaudu sageli
kogu siisteemi ohustavalt, mis on eeskitt kdesoleval sajandil itha selgemaks saanud.
V. Cerra ja S.C. Saxena’ on nédidanud, et hdired reaalmajanduses, mis kaasnevad
ebastabiilsusega ja hdiretega finantssektoris, mdjuvad iilimalt laastavalt eriti
arenenud toostusmaades. Seetdttu muutub avaliku arutelu kdigus lddnemaailma
majandussiisteemide efektiivsus {itha kiisitavamaks ja jérjest rohkem noutakse
koikehdlmavaid reforme, seda eelkdige pangandussektoris. Siinkohal muutub
vajalikuks sotsiaal- ja majanduspoliitika sekkumine. Uha sagedamini tstatub
kiisimus, kellel majanduses ja iihiskonnas tervikuna on otsustav sdna 6elda — kas
demokraatlikul alusel legitimeeritud rahvaesindajatel vdi hoopis pankade juhatustes
ja ndukogudes istuvatel midnedZeridel, kes iilispekulatiivsete, oma huvides tehtavate
tehingutega peavad finantsturgudel kasumijahti? Alates finantskriisi puhkemise
esimestest néhtustest 2007. aastal on koikehdlmav finantsturgude reguleerimine
hidavajalikum kui kunagi varem, et ei tekiks pankade omahuvide ja iildise hiivangu
vastandumist.

Aruteludes on esiplaanile tdusnud ndudmised eesmirgiga selgelt eraldada nn
universaalpankade, st laia  drispektriga pankade puhul spekulatiivne
investeerimispangandus (eelkdige kauplemine oma vahenditega® ja laenude andmine
Hedge-fondidele) ning klassikaline laenamine ja hoiustamine (,,Ringfencing®).
Niimoodi  oleks  vdimalik takistada, et pankades, mis riskantsete
investeerimistehingute tdttu on rinnutsi dhvardava pankrotiga, ei satuks 160gi alla ka
kliendipShised &rivaldkonnad. Nagu kogemused on ndidanud, siis tulemusena
piistetakse niisugused pangad nende kogu majandust hdlmava tihtsuse tdttu®
riiklike rahade abil (,,bail-out*). Loppude 10puks jadb kogu koorem maksumaksjate
kanda’. Riik satub viljapressitava rolli. Viltimaks niisuguse olukorra tekkimist
edaspidi, tuleb taastada pankade reaalmajandust teenindav funktsioon. Selleks on
vaja luua kommertspanku ja investeerimispanku lahushoidev stisteem.

Selles suunas ldheb kdige kaugemale Ameerikast périt ettepanek nimega ,,Volcker-
Rule®. Selle kohaselt ei peaks pankadel iildse olema lubatud Hedge-fondides ja
Private-Equity-fondides osalemine, nende omamine ja finantseerimine, samuti

! Eesti keelse artikli (mis oli aluseks ka inglise keelse artikli tdlkele) terminoloogiat konsul-
teeris Eesti Panga Noukogu esimees (1998-2008), Tartu Ulikooli emeriitprofessor Mart Sorg

2 Cerra, V./Saxena, S. C., Growth Dynamics: The Myth of Economic Recovery, IMF Working
Paper, 07.08.2005.

3 .Pangasisene kasiino®, nagu oma vahenditega kauplemist Saksa ,,Handelsblatt* 30. jaanuaril
2013 oma esilehekiiljel nimetab, kuna antud juhul ei pruugita arvestada vastutustundlike
klientidega.

4 Selles seoses radgitakse ,,stisteemi jaoks olulistest* pankadest (,,too big to fail*).

% Saksa sotsiaaldemokraadid nimetavad seda ,.finantsturgude juhitud kapitalismiks*.

® See on nime saanud Paul Volcker’i jirgi, kes oli 1979-1987 Foderaalreservide Siisteemi
(Federal Reserve System) esimees, praegu senaator.
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kauplemine oma vahenditega’ enda riisikol®. Euroopa Liidus seevastu pooldatakse
rohkem Liikaneni raportit’. Kardetakse, et 'Volcker Rule’i' karmide tingimuste t5ttu
hakkavad keelatud tehingud toimuma nn varipanganduse kattevarjus. Liikaneni
komisjon soovitab seepirast, et suured pangad'® oma traditsioonilised era- ja
griklienditehingud omal riisikol ldbiviidavatest riskantsetest finantsturuo-
peratsioonidest'' lahus hoiaksid'2. Siinkohal peetakse silmas vastavalt OECD-
mudelile loodud valdusiihinguid (holding companies), mille katuse all diguslikult,
majanduslikult ja organisatoorselt iseseisvad pangalitsentsiga tiitarettevotted oleksid
vastutavad igaiiks iihe drivaldkonna eest. Kui investeerimispank peaks oma
riskantsete tehingute tottu maksujouetuks muutuma, voiks selle sdltumatult
kliendipShisest valdkonnast likvideerida. Krediidi- ja hoiustamistehingud ja seega
pangaklientide raha oleksid kaitstud. Sest ainult nendel algsetel pangatehingutel on
suhe reaalmajandusega. Sellise lahushoidmise abil saab omavahel eraldiseisvates
ettevottetiksustes tihedalt siduda riski ja vastutuse, mis kidivad kaasas ainult
kasumisaamisele orienteeritud tegevusega.

Et niisugused lahushoidmise kontseptsioonid ei leidnud pangandusmaailmas
heakskiitu, on arusaadav. Vastuargumendid pole aga eriti veenvad. Kulutused
ettevotte struktuurile ei tohiks eriti tdusta, sest suurimat osa ettevotte baasist — nagu
niiteks elektrooniline andmetootlus — voivad kdik tiitarettevotted koos kasutada ka
edaspidi. Siiski poleks investeerimispangandusega tegeleval ettevotteiiksusel enam
voimalik ldhtuda klientidega tegeleva iiksuse reitingutest, mis kindlasti tdstaks selle
refinantseerimiskulusid. Kiisimus, kas kommerts- ja investeerimispanku lahushoidva
siisteemi sisseviimine ohustaks osalevate ELi riikide mainet finantsettevotete
asukohamaadena, puudutaks siiski ainult eraldi tehtavaid investeerimistehinguid.

" Tehingud virtpaberite, valuuta, viirismetallide ja igat liiki derivaatidega oma vahendeid
kasutades.

8 Selle kohaselt peab pankade tegevus finantsturgudel piirduma klienditellimustega ja pangad
ise ei tohi astuda riskantsetesse tehingutesse ainult iseenda spekulatiivsetest motiividest
lahtudes. (Hilger, H. A., Aktueller Begriff: der Glass-Steagall Act und die Bankenregulierung
(Nr.05/10): Wissenschaftlicher Dienst des Deutschen Bundestages, 10.10.2012).

® Nn Liikaneni komisjoni raport. Komisjon kujutab endast EL ekspertide gruppi suurte
krediidiasutuste reguleerimiseks: [http://ec.europa.eu/internel_market/bank/docs/high-
level_expert_group/report_de.pdf]; raport kannab komisjoni esimehe Erkki Liikaneni nime, kes
on Soome Keskpanga president ja seega Euroopa Keskpanga ndukogu liige.

19 Liikaneni raportis lihtutakse mdiste 'suurpank' kasutamisel oma vahenditega kauplemise
protsentuaalsest osast antud panga bilansisummas (alates 15%-st) voi/ja oma vahenditega
kauplemise absoluutsest suurusest (alates 100 miljardist eurost). Liikaneni raportis soovitatakse
piirata molema &rivaldkonna lahushoidmise kohustust ja kasutada seda ainult 'suurpankade’
puhul. Selline piirang pole seletatav ei mingite praktikast tulenevate pShjustega ja seepérast on
alust arvata, et siin on médngus pangandus-lobby kisi.

' Siia alla ei kuulu driklientide tellimustehingud finantsturgudel, nagu riski garantiid tegelikult
kehtivate, tosiseltvoetavate lepingute suhtes, millega tahetakse kindlustada koikumised
toorainete hindades ja vahetuskurssides. Sama kehtib ka laenutagatise kindlustuse (Credit
Default Swaps, CDS) ja iseenesestmdistetavalt ka ettevotte osakute emiteerimine kohta. (Vrd
siinkohal ka: Eesti majanduspoliitilised viitlused, 2-2012, allmérkus 17).

12 Seelibi saaks hoida kauplemine (mida ju loodetakse) oma vahenditega kontrolli all.



Kliendipdhiste pangatehingute jaoks on ldhedus reaalmajandusele praktiline
hidavajalikkus.

Traditsiooniliste &ritehingute lahushoidmine riskantsetest ja komplekssetest
investeerimistehingutest on kdige olulisem meede finantsturgude ohjeldamiseks. See
eeldab aga siiski seda, et mitte iiksnes 'suurpangad' vaid koik pangad oleksid
kohustatud neid kahte pohimdtteliselt erinevat valdkonda teineteisest lahus hoidma.
Kui iiks vdi teine pank on ettevottemajanduslikust seisukohast liiga véike niisugust
lahushoidmist ldbi viima, siis tuleb niisugusel pangal riskantsetest tehingutest
loobuda.

Kui on tagatud, et oma vahenditega kauplemisega tegelevatel kontserni
tiitarettevotetel pole juurdepddsu keskpangale ja et eranditult klientidele
orienteeritud krediidiasutused ei tegele investeerimispangandusega ega tohi seda
refinantseerida, on kiisimus, kas oma vahenditega kauplemist tuleb iildiselt piirata
voi koguni keelata, teisejdrgulise tdhtsusega. Igal juhul tuleb dra keelata aga puhtalt
spekulatiivsed vahendid (forvardid). Neil siisteemile ohtlikel ja osaliselt
ebamoraalsetel tuletistehingutel pole mingit seost reaalmajandusega. Sadrased
tehingud pohinevad ootustel, et tulevikus muutuvad kaupade nagu agraartoodete voi
toorainete hinnad, mille peale siis spekuleeritakse. Moodanik on ndidanud, et
sellised pankade sekkumised majanduse toimimisse pShjustavad hinnaekstsesside
tekkimist. Need omakorda ohustavad elanikkonna korrapirast varustamist
toiduainetega - seda eriti maailma vaeseimates regioonides — ja tootvaid
majandusharusid vahetoodetega.

Ulejdinud lahushoitavate pangatehingute puhul on tegu spekulatiivse kauplemisega
oma vahenditega, mille eesmirgiks on valuuta, viirtpaberite ja muude diguste
noteerimine. Ka neid teostatakse oma nimel ja omal riisikol, niisiis ei ole need
kliendipShised. Niisuguse kauplemine kdib — nagu ka praeguste forwardtehingute
puhul — mitte borsidel, vaid viljaspool kontrollitavaid turge, nn vabavahetusturu
lepingutega. Kuna niisugused tehingud pole enamjaolt kiillaldaselt omakapitaliga
tagatud, vdivad need nurjunud spekuleerimise korral holpsasti viia teostaja
maksejouetuseni ja rahvamajanduslike vastastikuste sdltuvuste tottu vallandada
ahelreaktsiooni. Seetdttu ongi nii tdhtis, et kirjeldatud liiki tehinguid saaks
pohimatteliselt sooritada ainult korgemalseisva instantsi loal'® ja need oleks
allutatud ka selle instantsi kontrollile.

Jargides Euroopa parlamendi ndudmist tuleb panku kohustada — ja see puudutab
Lidnemaailmas rahvusvaheliselt tegutsevaid suurpanku — oma bilansis nididatud
kasum ja nende pealt makstud maksud lahti kirjutada riikide jdrgi, kus nad
tegutsevad. Niisugune avalikustamine vdimaldab tunduvalt raskendada é&ride

'3 Analoogselt 'Dodd Franki regulatsioonile’ USA-s nieb Euroopa miirus 'European Market
Infrastructure Regulation' (EMIR) ette, et OTC-derivaadid peavad olema tulevikus
pohimotteliselt tagatud ja sdlmitud ,kesksete vastaspoolte™ (Central Counterparties, CCP)
kaudu ja need tuleb registreerida keskses tehingute registris.
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tileviimist ~ maksuoaasidesse  ja  aitab  vdidelda  agressiivsete  maksu-
manipulatsioonidega.

Turumajanduses peab kehtima ja plisima jadma pohimote, et majandussubjektid, kes
suurte kasumite ja boonuste jahil sooritavad riskantseid transaktsioone, nende eest
ka tdiel méddral vastutavad. Risk, vastutustunne ja seega ka vastutus kuuluvad
lahutamatult kokku. Ei tohi olla niisugust olukorda, et pangad oma siisteemitéhtsuse
tottu vdivad kindlad olla riigi abile, st 10ppude 16puks maksumaksja abile.
Tendentsina tekib kiusatus iileméaraste riskide votmiseks (moral hazard), mille 14bi
touseb kogu siisteemi haavatavus ja kalduvus kriiside tekkimiseks. Kahjumit ei tohi
sotsialiseerida, samal ajal kui kasumi, meeletult kdrgete minedZeride palkade ja
boonuste privatiseerimine jddb piisima. Kahjumeid, mida ei saa muul viisil
tasakaalustada, tuleb enda kanda vdtta vastutavatel juhtijatel ja pankade omanikel.
Konkreetselt tidhendab see jargmist: maksejouetuse korral peavad vastutavad
minedZerid teatud ajavahemiku jooksul saadud (nditeks viimase viie kuni kiimne
aasta) palga tekkinud kahjumi katmiseks vihemalt osaliselt ettevottele tagastama ja
aktsiondrid loovutama oma osakud'® vahetusena vdlausaldajatele nduete vastu
(,,debt-equite-swaps“, ,.bail-in“).

Boonuste maksmisele, mis algse mdtte jargi makstakse eriti heade saavutuste eest,
tuleb teisiti liheneda. Kuna edu vdi ebadnnestumine saab selgeks alles mitmete
aastate moodudes, siis ei tohi boonuseid otsekohe sularahana vélja maksta.
Boonuseid jagatakse alguses ainult volakirjadena — teatud miéral tagatisvolakitjade
vormis. Pirast viie- kuni kiimneaastase tdhtaja moodumist vdib neid vdlakirju
sularahaks teha eeldusel, et pank ei ole nimetatud ajavahemiku jooksul
maksujduetusse sattunud'®. Voimalik, et boonuste saajate kollektiivvastutusel tekiks
ka veel kdrvalefekt — igaiiks neist teadvustaks tekkida vdivaid probleeme teravamalt
ja arvestaks oma tegutsemisega kaasnevaid riske ja jdlgiks ka kriitilisemalt oma
kolleegide tegutsemist. Niisugune reegel mdjuks jarelikult distsiplineerivalt.

Kui monel juhtumil on vdlad suuremad kui panga pohikapital — kaasa arvatud
omakapitali vahetuslepingud - siis vdiks mdelda ka sellele, et volgade kirpimise vdi
taielikult nduetest loobumise abil ka volausaldajaid kahjumi kandmisse kaasata. See
voiks aga juba niikuinii raskustesse sattunud pankade refinatseerimiskulusid
tunduvalt tdsta. Seepirast oleks niisugustel juhtudel digem valida see tee, et muuta
vOlausaldajate nouded kohustuslikeks vdlakirjadeks, niisiis tagatisvdlakirjade
meetod koos potentsiaalse pohikapitali korrespondeeriva tdstmisega.

2012. aasta septembris otsustasid euroala riigi- ja valitsusjuhid, et euromaade
rahadega finantseeritavat Euroopa stabiilsusmehhanismi (European Stability
Mechanism, ESM) saab otse kasutada abimaksete tegemiseks hittasattunud

' Ja ka pangaminedZerid oma varem saadud tulemuspreemiatena viljastatud aktsiad ja
aktsiaoptsioonid.

'3 Voiks méelda, et ka boonuste viljamaksmise eeldus viia soltuvusse sellest — jirgnedes
,,Union de Banques Suisses* (UBS) niitele —, et omakapitali kvoot ei langeks allapoole teatud
piiri (nimetatud juhul allapoole 7%-i).
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pankadele. See rikub selgelt pohimotet, et driiiksuste saneerimiseks ei tohi kasutada
riiklikke vahendeid, vaid ainult eramajanduslikust sektorist parit rahalisi vahendeid.
Viltimaks tulevikus kriisiacgadel pankade saneerimisotstarbel maksurahade
vidrkasutamist, tuleb FEuroopa seaduse'® alusel luua pankadele kuuluv
restruktureerimise fond, kust saab finantsabi iiksnes kohustuslike tingimuste tditmise
korral. Nboiaringist, mis on tekkinud finantssektori ja riikide volgade tiheda
pOimumise tdttu, tuleb iikskord ometi 1dbi murda. Selles mottes tohib kirjeldatud
fondi finantseerida ainult pangandusest endast périt rahadega. Sellisse padstefondi
voib integreerida ka likvideerimisfondi, mis kannaks vajaduse korral maksujouetuks
muutunud pankade katteta kulud. Haldamine tuleb iilesandeks teha monele Euroopa
Keskpangast sdltumatule Euroopa finantsstabiliseerimisasutusele.

Et juba eelnevalt tagada tekkida vdivate kahjumite leevendamine, tuleb hoolitseda
piisava omakapitali olemasolu eest. See oli Baseli komisjoni ndupidamiste teemaks
juba 1988. aastal. Ent vastuvdetud otsused (Basel I) arvestavad vajaliku
garantiikapitali suuruse midramisel iiksnes ebapiisavalt iiksikute aktivate ja
likviidsusaspektide erineva suurusega riske. Hilisemad otsustepaketid Basel II ja
Basel III peavad need liingad likvideerima. Basel II ndeb ette riskantsetele aktivatele
erineva suurusega omakapitali tagatise loomist (nditeks viljastatud krediidid
vastavalt volgniku maksejoulisusele/ reitingule)'’. Basel III liheb veel kaugemale,
tuues lisaks sisse veel kaks likviidsusprofiilaktika niitajat: nn Liquidity Coverage
Ratio (LCR, ,likviidsuspuhver) ja Net Stable Funding Ratio (NSFR). Mdlema
nditaja kohaselt peavad pangad kohustuslikule omakapitalile lisaks sdilitama veel
piisavalt suure likviidsuse. Konkreetselt tdhendab see seda, et pankade likviidsuse
seis (iililikviidsed aktivad pluss kindlad refinantseerimisvdimalused) peaks olema
korgem kui vajalik likviidsus (oodatavad likviidsusédravoolud pluss vajalik stabiilne
refinantseerimine).

Nende eelduste pdhiidee on Gige. Vaadeldes aga nende vdimalikke tagajirgi, on
siiski vajalik asja iile veel jédrele méotelda. On karta, et kirjeldatud niitajad ajendavad
panku liihiajalisi laene andma voi vaba likviidsust kasutama kindlate védrtpaberite
otsmiseks, selle asemel et pikaajalisi laene vdimaldada. Arengutendents viiks siis
sinna, et ettevdtted — ja seda eriti kriisiaegadel — oleksid rinnutsi suuremate
raskustega oma pikaajaliste investeeringute finantseerimisel. Selline efekt vodiks
moodsate tasakaaalustamiseeskirjade tdttu protsiikliliselt veelgi tugevneda. Sest kui
pangad bilansseerivad oma aktivaid aktuaalsete turuvddrtuste jargi, siis
kdrgkonjunktuuri ajal viib see kiill omakapitali suurenemiseni, ent kriisiaegadel selle
viahenemiseni. Kas ja millal neid omavahel seotud probleeme on Euroopa
Keskpanga juurde loodud Euroopa Siisteemsete Riskide Komisjonil (European

'® Saksa pankade restruktureerimisseaduse eeskujul aastast 2010. Silmas pidades praegu veel
erakorraliselt erinevaid finantsraskusi tiksikutes euroriikides tuleks — ja seda vdiks kaaluda -
iileminekuajal kuni Euroopat haaranud finantskriisist jagusaamiseni riikidevahelise pankade
fondi asemel esialgu sisse seada rahvuslikud restruktureerimisfondid, mida siis hiljem
ithendataks iihtseks Euroopa fondiks.

"7 Noupidamised uue ELi omakapitali direktiivi iile (CRD IV) ja juurdekuuluva miiruse
(CRR) iile pole ikka veel rahuldava Idpptulemuseni joudnud.
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Systemic Risk Board, ESRB) vdimalik lahendada, on suuresti kiisitav. Siiani pole
selles mottes mitte midagi toimunud.

Nagu kogemused on niidanud, voib iilikiire kauplemine'® viirtpaberiturgudel
mdjuda erakordselt destabiliseerivalt. Moodne andmetdotlustehnika vdimaldab
maakleritel arvutipdhiste algoritmide abil mikrosekundite vorra ennetada vodraid
ordereid, kombineerida samasuunalisi ja vahetult jdrgnevaid vastassuunalisi
tehinguid ning niiviisi kasumit teenida'®. Paljudel juhtudel on taolisel viisil
tegutsejate sihiks kdoigest védrtpaberiturgude reaktsiooni testimine. Sidrased
eksitavad signaalid vdivad esile kutsuda ekstsessiivseid kursiarenguid ja
finantsviirtuste hivitamist paljude miljardite ulatuses®, ilma et see kuidagi vastaks
tegelikele arengutele reaalmajanduses.

Viltimaks tulevikus sellist perversset kauplemispraktikat, peab kindlaks médrama
borsitellimuste miinimumkestvuse®', mida Euroopa Parlamendi majanduskomisjon
ka soovitab. Kestvust tuleb arvutiprogrammidega rangelt jdlgida. Seniks kuni
Euroopa Liidus joutakse niisuguse kdigile kohustusliku regulatsioonini, on vajalik
leida vahepealseid lahendusi. Esmajoones peavad maaklerid ja fondiettevotted, kes
tahavad tegeleda finantsturgudel arvutipdhise automatiseeritud kauplemisega,
kdigepealt taotlema eraldi tegevusloa, et nende tegevust® saaks rangelt kontrollida.
Eksitavad tellimusi/ordereid, mille eemirk pole konkreetsete dritehingute
s0lmimine, tuleb karistada drastiliste rahatrahvidega. Téaiendavalt tuleb
kauplemiskohtade/borside drijuhtkondi kohustada ebatavaliste kursiarengute korral
otsekohe kauplemine peatada ja pShjused vilja selgitada. Veelgi enam — orderite ja
tehingute suhet tuleb pidevalt jilgida (order-to-trad-ratio), et avastada reeglite
rikkumisi ja digeaegselt takistada véddrarenguid.

Pangandussektoris makstavad juhatuste ja ndukogude tasud, koOrgemate
juhtivtootajate palgad ja samuti boonused on tidnaseks votnud niisugused mddtmed,
mida laia avalikkuse silmis on vdimatu digustada. Taoline areng ohustab iihiskonna
kokkukuuluvust. Arusaadava tasustamissiisteemi nouete formuleerimisel tuleb
boonused ja pohipalk viia iildisesse seosesse. Kui reglementeerida iiksnes

'8 Vrdl siinkohal: Lattemann, CH. (ja teised), High Frequency Trading — Costs and Benefits in
Securities Trading and its Necessity of Regulations, in: Business & Information Systems
Engineering, Vol. 4, 2012, 2. viljaanne, 1k 93 — 108.

' Mis iiksikjuhtumil v&ivad olla imeviikesed, tervikuna aga moodustavad suuri summasid.

% Nagu niiteks 6. mail 2010 USA aktsiaturgudel, kui Dow-Jones-Industrial-Average-Index
kaotas minutite jooksul rohkem kui iiheksa protsenti, mis vastas 1000-punktilisele kahjumile
(Flash Crash). Pohjustajaks oli védr order, mis viis selleni, et ilikiirete maaklerite IT-
siisteemid paiskasid millisekunditega borsile arvutult tellimusi.

2! Euroopa Parlamendi majanduskomisjon pooldab orderi miinimumkestvusena 0,5 sekundit.
See on kindlasti liiga liihike.

2 Kaasa arvatud nende poolt rakendatavaid algoritme. Alates 30. juulist 2012 arutatakse
Saksamaal vastavat seaduseelndu ('Seadus iilikiiruskauplemisel tekkivate ohtude ja
kuritarvitamiste viltimiseks' — Ulikiiruskauplemise seadus). Sellele tulevasele seadusele
tahetakse allutada ka kauplemistehingud, mida solmitakse véljaspool avalikku vidrtpaberitega
kauplemist borsil (Dark pool of liquidity).
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boonuseid, eksisteeriks edaspidigi voimalus pdhipalku niimoodi muuta, et soovitud
tulemus ikkagi saavutataks. Sel pdhjusel peavad kindlaksmddratud pdhipalgad
olema aluseks iihiskonnapoliitiliselt digustatud ja arusaadavale regulatsioonile.

Koige lihtsam lahendus oleks, kui finantsdiguses mdiérataks kindlaks fikseeritud
palkade maksimummiiir™, et neid tunnustataks kui ettevdtte personalikulutusi. Sama
kehtiks siis ka ,,uno actu* boonuste kohta, kui neid piirata pohipalgaga. Seeldbi
saaks takistada, et maksumaksjad ilepaisutatud pankurite palku nii-Gelda
.subventsioneeriksid, kuna pankade maksustatavad kasumid on viikesed ja seelédbi
ka riigi maksusissetulekud. Sellised regulatsioonid ei rikuks turumajanduse
vabaduse pohimotet. Ka edaspidi jadks iga ettevotte otsustusdigusega komisjoni
kaaluda, kas etteantud piirivédrtusi iiletada, kui on vaja rahvusvahelise konkurentsi
tingimustes korgelt kvalifitseeritud juhtivat personali palgata. Pankade jaoks
tdhendaks sellised eeskirjad seda, et maksimummédrast kdrgemad palgad tuleks
maksta kasumist, millest maksud on juba maha arvutatud.

Kirjeldatud maksudiguslik ldhenemisviis ei saa pohidiguslikust seisukohast lahtudes
kehtida iiksnes pangandussektoris. See peab hélmama kdiki majandusettevotteid.
See aga omakorda eeldab maksuseadusandluse iihtlustamist kogu Euroopa Liidu
ulatuses, seega praktiliselt fiskaalliidu loomist. Kuni aga EL niikaugele jouab ja
iiksikud liikmesriigid oma rahvuslikust maksusiisteemist iithtse Euroopa maksuameti
kasuks loobuvad, selleks tuleb veel pikk tee kéia. Niikaua aga tuleb leida sotsiaalselt
digustatud ja arusaadavate tasustamisstruktuuride loomiseks vahepealne lahendus.

Seepirast tulebki kdigepealt fikseerida pohipalkade iilemmaéér, kusjuures vaib sellest
piirist ka rohkem maksta, ent seda ainult erijuhtudel ja kindlate, sotsiaalselt veel
digustatavate intervallide alusel. Silmapaistvate tulemuste saavutamine annab diguse
boonustele, ja nimelt maksimaalselt pohipalga ulatuses. See varieeruv tasuvorm ei
kuulu profiilaktilist riskivastutust arvestades kohe viljamaksmisele, vaid seda tuleb
teha tagatisvolakirjade vormis. Niisuguste vidrtpaberite intressiméddr peab digluse
mottes olema kaks kuni kolm protsendipunkti kdrgem kui sarnaste tavalaenude
intressimédr, niisiis, korgem kui nn erakorraliste vahetatavate vdlakirjade
,,Contingent-Converitble-Bonds“ (lithidalt CoCoBonds). Viljamaksed juhatuse ja
ndukogu liikmetele, samuti koikidele korgepalgalistele juhtivtootajatele tuleb
eranditult avalikustada. Palgasuuruste avalikustamisel vdib olla m&ddukust
soodustav moju.

Finantsturgude reguleerimise ndudeid peab kontrollima korgemalseisev instants.
Ainult tugev tsentraalne jdrelevalve on vdimeline finantsturge distsiplineerima. Kui
korgem jdrelevalve jitta rahvuslike pangainspektorite hooleks, siis vdib karta, et nad
kodumaiseid panku ebapiisava rangusega kontrollivad.

Euroala riigi- ja valitsusjuhid otsustasid, et selle iilesande peab enda kanda vétma
Euroopa Keskpank. Seejuures on eelkdige tdhtis, et nii institutsionaalselt kui ka

3 Kusjuures voib tekkida raskusi sellega, et seda miira tuleks pidevalt kohandada
majandusliku arenguga, eelkdige hindade arenguga.
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personali osas hoitaks kindlalt lahus rahapoliitika ja jdrelevalve viltimaks huvide
konflikti teket. See kehtib esmajoones hindade nivoo stabiilsust silmas pidades.
Oluline on samuti selge iilesannete jaotus Euroopa Keskpanga ja iiksikute riikide
jérelevalve teostajate vahel ning samaaegne tiheda koosto6 jatkamine. Koost6o on
tdhtis ka seepdrast, et riikide keskpankadel on vahetu kontakt kohalike pankadega ja
jarelikult tunnevad nemad kdige paremini riigile omaseid struktuure ja ka kohalike
drimudelite ja finantstehingute iseérasusi. Need teadmised vdimaldavad paremini
vorrelda praktiseeritavaid strateegiaid. Ent siiski — Euroopa pangajirelvalvel peab
olema koosto0s iga riigi jarelvalvega digus otse sekkuda kriisimaade maksujduetute
pankade tegevusse, et ergutada nende jatkusuutlikku rekapitaliseerimist.

Veebruar — mirts 2013

Manfred O. E. Hennies Matti Raudjérv
Kiel/Warder, Tallinn/Pirita-Kose ja Péarnu,
Saksamaa Eesti
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REGULIERUNG DER FINANZMARKTE
Gedanken zur gegenwirtigen Problematik

Wirtschaftskrisen — und das ist vor allem in diesem Jahrhundert immer deutlicher
geworden — werden oft durch destruktive FEinfliisse der Finanzmirkte in
systembedrohender Weise verschirft. Untersuchungen von V. Cerra und S. C.
Saxena' haben gezeigt, dass Storungen in der Realwirtschaft, die mit Turbulenzen
im Finanzsektor einhergehen, besonders in entwickelten Industrieldindern in
hochstem Mafle zersetzend wirken. Das hat in den 6ffentlichen Diskussionen dazu
gefiihrt, dass die Effizienz westlicher Wirtschaftssysteme zunehmend infrage gestellt
wird und umfassende Reformen, vor allem im Bankensektor, gefordert werden.
Sozialokonomie und Politik sind hier gefordert. Es stellt sich immer haufiger die
Frage, wer in Wirtschaft und Gesellschaft das Geschehen bestimmt: Sind es die
demokratisch legitimierten Volksvertreter oder gar die Manager in den Vorstinden
und Aufsichtsriten der Banken, die mit hoch spekulativen Eigengeschiften an den
Finanzmirkten auf Renditejagd gehen? Seit Ausbruch der Finanzkrise Mitte 2007 ist
eine umfassende Finanzmarktregulierung heute dringlicher denn je, damit die
Eigeninteressen der Banken dem Gemeinwohl nicht mehr widersprechen.

Im Vordergrund der Diskussionen stehen Forderungen, die darauf abzielen, bei
Banken mit vielschichtiger Geschiftstitigkeit, den sogenannten Universalbanken,
das spekulative Investment-Banking — vor allem den Eigenhandel®> und die
Gewihrung von Krediten an Hedge-Fonds — von den klassischen, standardisierten
Kredit- und Einlagengeschiften ('Retail-Banking') zu trennen ('Ringfencing'). Damit
soll verhindert werden, dass bei Banken, die aufgrund riskanter Investment-
Geschifte insolvent zu werden drohen, auch deren kundenbezogene
Betriebsbereiche in  Mitleidenschaft gezogen werden. Das fithrt dann
erfahrungsgemill dazu, dass diese Banken wegen ihrer gesamtwirtschaftlichen
Bedeutung® durch Einsatz &ffentlicher Gelder (‘Bail-out)) gerettet werden.
Letztendlich hat dann der Steuerzahler die Lasten zu tragen.* Der Staat wird
erpressbar. Um das zukiinftig zu verhindern, muss den Banken wieder eine dienende
Dienstleistungsfunktion gegeniiber der Realwirtschaft zugewiesen werden. Dazu
werden Trennbankensysteme gefordert.

Am weitesten geht in diese Richtung die amerikanische 'Volcker-Rule'.’ Danach soll
es Banken grundsitzlich nicht mehr gestattet sein, sich an Hedgefonds und Private
Equity Fonds zu beteiligen, sie zu besitzen oder zu finanzieren und

! Cerra, V./Saxena, S. C., Growth Dynamics: The Myth of Economic Recovery, IMF Working
Paper, 07.08.2005.

2 das 'bankinterne Kasino', wie der Eigenhandel im deutsches 'Handelsblatt' vom 30.01.2013
(Seite 1) bezeichnet wird, weil dabei keine Riicksichten auf verantwortungsbewusste Kunden
genommen zu werden brauchen.

? in diesem Zusammenhang wird von 'systemrelevanten' Banken gesprochen ('too big to fail').

* Die deutschen Sozialdemokraten nennen das einen 'finanzmarktgetriebenen Kapitalismus'.

* genannt nach Paul Volcker, der von 1979 bis 1987 Vorsitzender des Federal Reserve System's
der USA war und heute Senator ist.
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Eigenhandelsgeschiifte® auf eigenes Risiko zu betreiben.” In der Europiischen Union
folgt man dagegen eher dem Liikanen-Bericht.® Man befiirchtet, dass mit den
strengen Bestimmungen der 'Volcker-Rule' die verbotenen Geschifte in die
Grauzone sogenannter Schattenbanken getrieben werden konnten. Die Liikanen-
Kommission empfiehlt deshalb, dass grofe Banken® ihre traditionellen Privat- und
Firmenkundengeschifte von den auf eigene Rechnung durchgefiihrten riskanten
Finanzmarktoperationen'® lediglich abschirmen.'' Gedacht wird dabei gemiB dem
OECD-Modell an Holdings, unter deren Dach rechtlich, wirtschaftlich und
organisatorisch selbststindige Tochterunternehmungen mit Banklizenzen jeweils fiir
einen der beiden Geschiftsbereiche verantwortlich sind. Sollte die Investmentbank
aufgrund ihrer risikoreichen Geschifte zahlungsunfihig werden, konnte sie
unabhingig vom kundenbezogenen Bereich abgewickelt werden. Kredit- und
Anlagengeschifte und damit die Einlagen der Bankkunden wiren somit geschiitzt.
Denn nur diese origindren Bankgeschifte haben einen Bezug zur Realwirtschaft.
Durch diese Trennung konnen lediglich auf Gewinn abzielendes Risiko und Haftung
bei den ausgegliederten Unternehmungseinheiten eng verbunden werden.

Dass die Trennkonzepte in der Bankenwelt keine Zustimmung finden, ist
verstiandlich. Die Gegenargumente sind aber wenig iiberzeugend. Die Kosten der
betrieblichen Infrastruktur der Banken diirften kaum steigen, weil der groBte Teil
dieses Unterbaus — wie zum Beispiel die EDV — weiterhin von beiden Holding-
Tochtern gemeinsam genutzt werden konnte. Allerdings wire es der auf die

® Handel mit Wertpapieren, Devisen, Edelmetallen und Derivaten aller Arten auf eigene
Rechnung.

" Banken miissen danach ihre Aktivititen an den Finanzmirkten auf Kundenauftrige
beschrinken und diirfen selbst keine riskanten Positionen aus eigenen spekulativen Motiven
eingehen. (Hilgers, H. A., Aktueller Begriff: Der Glass-Steagall Act und die Bankenregulierung
(Nr. 05/10), in: Wissenschaftlicher Dienst des Deutschen Bundestages, 10.10.2012.

% einem Bericht der sogenannten Liikanen-Kommission, die eine EU-Expertengruppe zur
Regulierung grofler Kreditinstitute ist: http://ec.europa.eu/internal_market/bank/docs/high-
level expert group/report_de.pdf; der Bericht trigt den Namen des Ausschussvorsitzenden
Erkki Liikanen, der Présidenten der finnischen Zentralbank und damit Mitglied des EZB-Rates
ist.

’Im Liikanen-Bericht wird der Begriff 'Grofbank' auf den prozentualen Anteil der
Eigenhandelsgeschifte an der Bilanzsumme der betreffenden Bank (ab 15 %) oder/und die
absolute Hohe des Eigenhandels (ab 100 Mrd. Euro) bezogen. Die im Liikanen-Bericht
empfohlene Einschrinkung der Pflicht zur Trennung der beiden Geschiftsbereiche auf
'GroB3banken', die durch keine praxisbezogenen Griinde zu erkldren ist, lisst vermuten, dass
hier die Banken-Lobby doch einen gewissen Einfluss ausgeiibt hat.

0 Nicht hierunter fallen Finanzmarktaktivititen im Auftrag von Firmenkunden, wie
Risikoabsicherungen fiir tatsichlich bestehende, seriose Vertrdge, mit denen durch
Termingeschifte unter anderem Schwankungen von Rohstoffpreisen oder Wechselkursen
abgesichert werden sollen. Gleiches gilt fiir Kreditausfallversicherungen (Credit Default
Swaps, CDS) und selbstverstindlich auch fiir die Ausgabe von Unternehmungsanleihen.
(Vergleiche hierzu auch: Estnische Gespriache iiber Wirtschaftspolitik, Jahrgang 20,
Berlin/Tallinn 2012, Band 2, Anmerkung 17 bzw. 16).

" Dadurch kénnten diese Eigenhandelsgeschiifte — so ist zu hoffen — im kontrollierten Bereich
gehalten werden.
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Investmentgeschifte beschriankten Unternehmungseite nun nicht mehr méglich, von
den Ratings des kundenbezogenen Bereiches zu profitieren, was sicherlich deren
Refinanzierungskosten erhohte. Die Frage, ob durch die Einfithrung eines
Trennbankensystems die Finanzstandorte der teilnehmenden Linder in der
Europdischen Union in Gefahr geraten, betrifft allenfalls die separierten
Investmentgeschifte. Fiir die kundenbezogenen Bankgeschifte ist die Néhe zur
Realwirtschaft eine praktische Notwendigkeit.

Die Trennung der traditionellen Geschifts- von den riskanten und komplexen
Investmentaktivititen ist die wichtigste Malnahme zur Bindigung der
Finanzmirkte. Das setzt allerdings voraus, dass nicht nur 'Gro3banken’, sondern alle
Banken dazu verpflichtet werden, diese grundverschiedenen Bereiche voneinander
zu trennen. Ist die eine oder andere Bank aus betriebswirtschaftlichen Griinden zu
klein fiir eine solche Trennung, dann muss sie auf die riskanten Geschifte
verzichten.

Sofern sichergestellt ist, dass die Eigenhandel betreibenden Konzerntochter keinen
Zugang zur Zentralbank haben und die ausschlieBlich kundenorientierten
Kreditinstitute sich weder an Investmentbanken beteiligen noch diese refinanzieren
diirfen, ist die Frage, ob der Eigenhandel generell beschrinkt oder gar verboten
werden sollte, von untergeordneter Bedeutung. Verboten werden miissen aber auf
alle Fille die rein spekulativen Warentermingeschifte. Diese systemgefihrdenden
und zum Teil auch unmoralischen Derivate haben keinen unmittelbaren Bezug zur
Realwirtschaft, obwohl das Priawort diesen Eindruck entstehen ldsst. Grundlage
dieser Geschifte sind Erwartungen an zukiinftige Preisverdnderungen von Waren,
wie Agrarprodukte und Rohstoffe, auf die spekuliert wird. Die Vergangenheit hat
gezeigt, dass solche Eingriffe der Banken in das Wirtschaftsgeschehen oft zu
Preisexzessen gefiihrt haben. Diese gefihrden die bedarfsgerechte Versorgung der
Bevolkerung mit Nahrungsmitteln — insbesondere in den drmsten Regionen der Erde
— und der produzierenden Wirtschaft mit Vorleistungsgiitern.

Bei den iibrigen auszugrenzenden Bankaktivititen handelt es sich um spekulative
Eigenhandelsgeschifte, die auf Notierungen von Devisen, Wertpapieren oder
sonstigen Rechten abzielen. Auch sie werden im eigenen Namen und auf eigene
Rechnung durchgefiihrt, sind also nicht kundenbezogen. Diese Geschifte werden
zum groften Teil — wie die heutigen Warentermingeschéfte — nicht tiber Borsen,
sondern abseits beaufsichtigter Mirkte als sogenannte Over-the-Counter-Derivate
(OTC) durchgefiihrt. Da sie meistens nicht mit geniigend Eigenkapital unterlegt
sind, konnen sie bei Fehlspekulationen leicht zu Insolvenzen der Agierenden fiithren
und aufgrund der volkswirtschaftlichen Interdependenzen Kettenreaktionen
auslosen. Deshalb ist es wichtig, dass Geschifte dieser Art grundsitzlich der
Genehmigung und strengen Kontrolle einer iibergeordneten Instanz'> unterliegen.

2 Analog zur 'Dodd-Frank'-Regulierung in den USA sieht die europiische Verordnung
'European Market Infrastructure Regulation' (EMIR) vor, dass OTC-Derivate zukiinftig
grundsitzlich iiber sogenannte 'zentrale Gegenparteien' (Central Counterparties, CCP)
abgesichert, durchgefiihrt und an zentrale Transaktionsregister gemeldet werden miissen.
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Nach den Beschliissen des Europaparlaments sind die Banken zukiinftig (ab 2014)
dazu verpflichtet — und das betrifft im Westlichen die international agierenden
GroBbanken —, in ihren Bilanzen die Gewinne und die darauf entrichteten Steuern
nach Léndern aufzuschliisseln, in denen sie tdtig sind. Durch eine solche
Offenlegung konnen Verlagerungen von Geschiften in Steueroasen erheblich
erschwert und aggressive Steuermanipulationen wirksam bekdmpft werden.

In Marktwirtschaften muss der Grundsatz gelten und aufrechterhalten werden, dass
Wirtschaftssubjekte, die zur Erzielung hoher Gewinne und Boni riskante
Transaktionen vornehmen, dafiir in vollem Umfang haften. Risiko und
Verantwortung und damit Haftung gehoren untrennbar zusammen. Es darf nicht
sein, dass Banken sich aufgrund ihrer Systemrelevanz auf die Hilfe des Staates, also
letztendlich des Steuerzahlers verlassen konnen. Das verfiihrt in der Tendenz dazu,
tiberhohte Risiken (Moral Hazard) einzugehen, wodurch die Krisenanfilligkeit des
gesamten Systems steigt. Verluste diirfen nicht sozialisiert werden, wéhrend
Gewinne sowie exorbitant hohe Managergehilter und Boni privatisiert bleiben.
Verluste, die nicht mehr anderweitig ausgeglichen werden konnen, miissen in erster
Linie von den verantwortlichen Fithrungskriften und den Eigentiimern der Banken
getragen werden. Konkret bedeutet das: Bei Insolvenz haben
e die verantwortlichen Manager ihre {iber einen bestimmten Zeitraum bezogenen
Gehilter — beispielsweise der letzten fiinf bis zehn Jahre — zur Deckung der
entstandenen Verluste zumindest teilweise in die Unternehmung wieder
einzubringen und
e die Aktionire ihre Anteilscheine'® den Gliubigern im Austausch gegen deren
Forderungen zu iiberlassen ('Debt-Equite-Swaps durch Bail-in').

Mit Boni, welche vom Grundgedanken her fiir besonders erfolgreiche Leistungen
gezahlt werden, muss anders verfahren werden. Da sich der Erfolg oder Misserfolg
einer Leistung erst nach Ablauf mehrerer Jahre herausstellt, sind Boni nicht sofort
als Barleistung zu gewihren. Sie diirfen zunéchst nur als Schuldverschreibungen —
gewissermalfien als 'Bail-in-Bonds' — zugeteilt werden. Nach einer Sperrfrist von fiinf
bis zehn Jahren wiirden diese Anleihen dann fillig und konnten ausgezahlt werden,
vorausgesetzt, die Bank ist in dieser Zeit nicht zahlungsunfihig geworden.'* Die
Kollektivhaftung der Bezieher von Boni hitte moglicherweise noch den
Nebeneffekt, dass jeder Einzelne die langfristigen Risiken seines Handelns
problembewusster beriicksichtigen und auch die Aktivititen der Kollegen kritischer
beobachten wiirde; eine solche Regelung wirkte insoweit disziplinierend.

Sind im Einzelfall die Schulden hoher als das Grundkapital — einschlieflich 'Debt-
Equite-Swaps — der betreffenden Bank, dann kann daran gedacht werden, durch

 und auch die Bankmanager ihre zuvor als Erfolgsprimien erhaltenen Aktien und

Aktienoptionen.

'4 Es konnte auch daran gedacht werden, — dem Beispiel der 'Union de Banques Suisses' (UBS
AG) folgend — die Auszahlung der Boni von der Voraussetzung abhingig zu machen, dass eine
bestimmte Eigenkapitalquote (im konkreten Fall 7 %) nicht unterschritten wird.
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Schuldenschnitt oder génzlichen Forderungsverzicht auch die Gldubiger an den
Lasten zu beteiligen. Das konnte allerdings die Refinanzierungskosten der ohnehin
schon in Bedridngnis geratenen Banken deutlich erhthen. Deshalb bietet sich in
diesen Fillen eher eine Umwandlung der Gldubigerforderungen in
Zwangswandelanleihen an, also ein 'Bail-in' unter korrespondierender Erhhung des
potenziellen Grundkapitals. Davon auszunehmen sind selbstverstindlich die Giro-
und Sparguthaben, deren Inhaber zwar rein formal auch Glaubiger der Banken sind,
die aber ihre Bankkonten zur Abwicklung des normalen Zahlungverkehrs und zur
Geldvermogensbildung nutzen.

Im September 2012 haben die Staats- und Regierungchefs der Euro-Zone
beschlossen, dass der mit Beitrdgen der Euro-Linder finanzierte europdische
Rettungsfonds (European Stability Mechanism, ESM) auch direkt Hilfszahlungen an
notleidende Banken leisten kann. Das verstof3t eindeutig gegen den Grundsatz, dass
zur Sanierung gewerblicher Einheiten keine offentlichen Gelder, sondern nur
Finanzmittel aus dem privatwirtschaftlichen Bereich heranzuziehen sind. Um
zukiinftig zu gewihrleisten, dass in Krisenzeiten fiir SanierungsmafBnahmen der
Banken keine Steuermittel zweckentfremdet werden, ist auf der Grundlage eines
europiischen Gesetzes'> ein bankeneigener Restrukturierungsfonds zu schaffen, der
nur bei Erfiillung verbindlicher Auflagen finanzielle Unterstiitzung gewihrt. Der
Teufelskreis, der durch die enge Verkniipfung zwischen Verschuldung des
Finanzsektors und der Staaten entstanden ist, muss endlich durchbrochen werden. In
diesem Sinne darf dieser Fonds nur durch Abgaben des Bankengewerbes finanziert
werden. In einen solchen Rettungsfonds kann auch ein Abwicklungsfonds integriert
werden, der die gegebenenfalls noch offenen Rechnungsposten von zahlungsunfihig
gewordenen Banken trigt. Die Verwaltung ist einer von der Europidischen
Zentralbank unabhingigen europdischen Anstalt fiir Finanzmarktstabilisierung zu
iibertragen.

Um mogliche Verluste vorsorglich abfedern zu konnen, ist fiir eine ausreichende
Eigenkapitalausstattung zu sorgen. Das war 1988 Gegenstand der Beratungen des
Baseler Ausschusses. Die gefassten Beschliisse (Basel I) beriicksichtigen bei der
Bemessung des erforderlichen Haftungskapitals allerdings nur unzureichend die
verschieden hohen Risiken der einzelnen Aktiva sowie Liquidititsaspekte. Mit Basel
II und Basel III sollen diese Liicken geschlossen werden. Nach Basel II miissen die
Risikoaktiva unterschiedlich hoch mit Eigenkapital unterlegt werden (zum Beispiel
die ausgegebenen Kredite je nach Bonitit der Schuldner).'® Basel III geht noch
weiter, indem zusitzlich zwei Kennzahlen fiir die Liquidititsvorsorge eingefiihrt

' nach dem Vorbild des deutschen Bankenrestrukturierungsgesetzes aus dem Jahr 2010. In

Anbetracht der gegenwirtig noch aufBerordentlich unterschiedlichen finanziellen
Schwierigkeiten in den einzelnen Euro-Léndern sollten — das wire zu erwidgen — in der
Ubergangszeit bis zur Uberwindung der europaweiten Finanzkrise anstelle eines
landeriibergreifenden Bankenfonds zunichst nationale Restrukturierungsfonds eingerichtet
werden, die dann spiter in einen einheitlichen européischen Fonds zu iiberfiihren wiren.

'® Die Beratungen iiber die neue EU-Eigenkapitalrichtlinie (CRD IV) und die dazugehérige
Verordnung (CRR) sind noch immer nicht zu einem befriedigenden Ende gefiihrt worden.
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werden: die sogenannte Liquidity Coverage Ratio (LCR, 'Liquidititspuffer’) und die
Net Stable Funding Ratio (NSFR). Nach beiden Kennzahlen miissen die Banken
neben dem haftenden Eigenkapital aulerdem noch ausreichend hohe Liquiditit
vorhalten, um in Stresssituationen ihren Zahlungsverpflichtungen nachkommen zu
konnen. Konkret bedeutet das: Bei den Banken muss der Liquidititsbestand
(hochliquide Aktiva plus sichere Refinanzierungsmoglichkeiten) hoher sein als die
benodtigte Liquiditdt (zu erwartende Liquiditétsabfliisse plus bendotigte stabile
Refinanzierung).

Der Grundgedanke dieser Vorgaben ist richtig. Im Hinblick auf ihre moglichen
Folgen sind jedoch noch weiterfilhrende Uberlegungen notwendig. Es ist zu
befiirchten, dass diese Kennzahlen die Banken dazu veranlassen, zukiinftig eher
kurzfristige Kredite zu vergeben oder verfiigbare Liquiditit zum Erwerb sicherer
Wertpapiere zu verwenden, als langfristige Kredite zu gewéhren. In der Tendenz
fiihrte das dann dazu, dass die Unternehmungen — besonders in Krisenzeiten —
groflere Schwierigkeiten hitten, ihre langerfristigen Investitionen zu finanzieren. —
Dieser Effekt konnte durch die modernen Bilanzierungsregeln prozyklisch noch
verstirkt werden, wenn die Banken ihre Aktiva nach aktuellen Marktwerten
bilanzieren, weil dann in Zeiten der Hochkonjunktur die Eigenkapitalbasis steigt und
in Krisenzeiten sinkt. Ob und wann diese zusammenhéngenden Probleme durch den
bei der Europidischen Zentralbank angesiedelten Europdischen Ausschuss fiir
Systemrisiken (European Systemic Risk Board, ESRB) gelost werden kann, ist
fraglich. Bisher ist in dieser Richtung noch nichts geschehen.

Andererseits wire zu iiberlegen, ob — dem Beispiel GroBbritanniens'” folgend — der
Europidischen Zentralbank das Recht eingerdumt werden sollte, bei drohender
Uberhitzung der Kreditmirkte ad hoc generell hohere Kapitalpuffer zu fordern.
Zumindest sollte das bei sich abzeichnender Immobilienblase fiir die
Immobilienkredite verordnet werden konnen.

Der Hochfrequenzhandel' kann — wie die Vergangenheit gezeigt hat — an den
Wertpapiermirkten auferordentlich destabilisierende Wirkungen haben. Die
moderne Datenverarbeitung macht es moglich. Mit rechnergestiitzten Algorithmen
konnen Hindler fremden Orders in Mikrosekunden zuvorkommen und durch
Kombinationen von  gleichgerichteten und unmittelbar  anschlieBenden
entgegengesetzten Kauf- und Verkaufplatzierungen Gewinne'® erzielen. In vielen
Fillen geht es den Agierenden lediglich darum, die Reaktionen der
Wertpapiermirkte zu testen. Durch irrefithrende Signale dieser Art kann es zu
exzessiven Kursentwicklungen und Vernichtungen von Finanzwerten in

' durch das Financial Policy Committee (FPC) der Bank of England.

'8 Vgl. hierzu: Lattemann, CH. (und andere), High Frequency Trading — Costs and Benefits in
Securities Trading and its Necessity of Regulations, in: Business & Information Systems
Engineering, Vol. 4, 2012, 2. Ausgabe, Seiten 93 — 108.

! die im Einzelfall zwar auBerordentlich gering sind, in ihrer Gesamtheit sich jedoch zu
exorbitant hohen Betrigen aufsummieren.
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mehrstelligen Milliardenhhen® kommen, ohne dass dies den tatsichlichen
realwirtschaftlichen Entwicklungen entspricht.

Um zukiinftig solche perversen Handelspraktiken zu stoppen, muss — wozu auch der
Wirtschaftsausschuss des Europidischen Parlaments rdt — fiir Borsenauftrige eine
Mindesthaltedauer*’ vorgegeben werden. Diese ist durch Computerprogramme
streng zu iiberwachen. Bis es in der Europdischen Union zu einer solchen allgemein
verbindlichen Regelung kommt, miissen Zwischenlosungen gefunden werden. Vor
allem miissen die Wertpapierhidndler und Fondsgesellschaften, welche an den
Finanzmirkten unter Einsatz von Computern automatisierten Handel betreiben
wollen, dazu verpflichtet werden, zuvor eine besondere Genehmigung zu
beantragen, damit ihre Aktivititen* streng kontrolliert werden konnen. Fir
verursachte Storungen des Handelssystems miissen sie die Haftung iibernehmen und
fir tibermédfige Nutzung besondere Gebiihren zahlen. Irrefithrende, nicht auf
konkrete Geschiftsabschliisse gerichtete Auftrige sind mit drastischen Geldstrafen
zu ahnden. Erginzend dazu sollten die Geschiftsfithrungen der Handelsplitze dazu
verpflichtet werden, bei ungewohnlichen Kursentwicklungen einen sofortigen
Handelsstopp zu verfiigen und die Ursachen aufzukldren. Dariiber hinaus bedarf es
einer stindigen Uberwachung des Verhiltnisses zwischen Orders und Transaktionen
(order-to-trade-ratio), um Regelverstoe aufdecken und Fehlentwicklungen
rechtzeitig verhindern zu kénnen.

Die im Bankensektor gezahlten Vorstands- und Aufsichtsratvergiitungen, Gehilter
an leitende Angestellte in den oberen Fithrungsebenen sowie Boni haben heute oft
AusmaRe angenommen, die der breiten Offentlichkeit kaum noch zu vermitteln sind.
Sie gefihrden den inneren Zusammenhalt der Gesellschaft. Bei der Formulierung
von Vorgaben fiir ein vertretbares Vergiitungssystem miissen Grundgehilter und
Boni im Gesamtzusammenhang gesehen werden. Wiirde man nur die Boni
reglementieren, bestinde weiterhin die Moglichkeit, die Festgehilter so zu
verdndern, dass die gewiinschten Ergebnisse resultieren. Aus diesem Grund miissen
die Fixgehilter die Grundlage einer gesellschaftspolitisch vertretbaren Regelung
sein.

% wie am 6. Mai 2010 an den US-amerikanischen Aktienmérkten, als der Dow-Jones-

Industrial-Average-Index in Minuten mehr als neun Prozent verlor, was einem Verlust von
1000 Punkten entsprach (Flash Crash). Die Ursache war eine fehlerhafte Order, die dazu
fiihrte, dass die IT-Systeme der Hochfrequenzhéndler binnen Millisekunden zahllose Auftrige
an die Borse abfeuerten.

2! Der Wirtschaftsausschuss des Europiischen Parlaments plidiert fiir eine Order-Mindestdauer
von 0,5 Sekunden. Diese ist sicherlich zu kurz.

2 einschlieBlich ihrer zum Einsatz kommenden Algorithmen. Ein entsprechender Entwurf eines
'Gesetzes zur Vermeidung von Gefahren und Missbrauchen im Hochfrequenzhandel'
(Hochfrequenzhandelsgesetz) wird seit 30. Juli 2012 in der Bundesrepublik Deutschland
beraten. Diesem zukiinftigen Gesetz sollen nach dem Entwurf auch Handelsgeschifte
unterworfen werden, die auBerhalb des offenen Wertpapierhandels an den Borsen (Dark pool of
liquidity) abgeschlossen werden.
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Die einfachste Losung wire, wenn man im Steuerrecht fiir die Anerkennung der
Fixgehilter als betriebliche Personalausgaben einen Hochstbetrag® festsetzte.
Gleiches gilte dann uno actu fiir die Boni, wenn man diese auf die Grundvergiitung
beschrinkte. Sogenannte Eintritts- und Abschiedsgelder diirften iiberhaupt nicht
steuerrechtlich als Betriebsausgaben anerkannt werden. Damit wiirde verhindert,
dass die Steuerzahler iiberzogene Gehilter durch entsprechend geringere
steuerpflichtige Gewinne der Banken und Steuereinnahmen des Staates
gewissermaflen 'subventionieren'. Diese Regelungen verstieen nicht gegen das
freiheitliche Prinzip der Marktwirtschaft. Es bliebe weiterthin jedem
Beschlussgremium iiberlassen, die vorgegebenen Grenzwerte zu iiberschreiten,
wenn es darum geht, im internationalen Wettbewerb hoch qualifizierte
Fithrungspersonlichkeiten zu gewinnen. Fiir die Banken hitte das dann die
Konsequenz, dass die iiber die Hochstbetrige hinaus gewihrten Vergiitungen aus
den Gewinnen nach Steuern zu zahlen wiren.

Eine solche steuerrechtliche = Vorgehensweise  kann allerdings aus
verfahrensrechtlichen Griinden nicht auf den Bankensektor beschrinkt werden. Sie
miisste fiir die gesamte gewerbliche Wirtschaft gelten. Das setzt allerdings eine EU-
weite Vereinheitlichung der Steuergesetzgebung, also praktisch eine Fiskalunion
voraus. Bis die Gemeinschaft so weit ist und die einzelnen Mitgliedstaaten auf ihre
nationale Steuerhoheit zugunsten einer europiischen Steuerbehorde verzichten, ist
noch ein weiter Weg zuriickzulegen. Bis dahin miissen fiir sozial vertretbare
Vergiitungstrukturen im Bankensektor Zwischenlosungen gefunden werden.

Deshalb ist vorerst fiir die Grundgehélter eine Obergrenze festzusetzen, wobei dieser
Hochstbetrag in besonderen Fillen in einem bestimmten, sozial gerade noch
vertretbaren Intervall tiberschritten werden kann. Wie weit dieses Intervall maximal
sein darf, muss ebenfalls gesetzlich geregelt werden. Eine Entscheidung dariiber
kann in Anbetracht des erfahrungsgemif} lethargischen Abstimmungverhaltens der
in den Hauptversammlungen vertretenen Anteileigner — insbesondere wenn
ausldndische Aktiondre mehrheitlich die Eigentumsrechte besitzen — nicht diesen
Gremien iiberlassen werden.

Fiir hervorragende Leistungen konnen im Einzelfall zusitzlich Boni gewihrt
werden, und zwar maximal bis zur Hohe des Grundgehaltes. Diese variablen Beziige
diirfen dann aber aus Griinden der vorsorglichen Haftung nicht ausgezahlt, sondern
miissen in Form von 'Bail-in-Bonds' vergiitet werden. Die Verzinsung dieser Papiere
sollte fairerweise zwei bis drei Prozentpunkte iiber der Verzinsung vergleichbarer,
nachrangiger Anleihen liegen, also iiber jener sogenannter 'Contingent-Convertible-
Bonds'  (kurz:  CoCo-Bonds). Die Zahlungen an  Vorstands- und
Aufsichtsratmitglieder sowie alle Spitzenverdiener in den Fiihrungsebenen miissen
generell offengelegt werden. Durch die Offenlegung der Gehaltsbeziige kann ein
miBigender Einfluss bewirkt werden.

 Wobei allerdings die Schwierigkeit bestinde, dass man diese GroBe stindig der
wirtschaftlichen Entwicklung — vor allem der Preisentwicklung — anpassen miisste.
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Die einzelnen Vorgaben zur Regulierung der Finanzmirkte miissen von einer
iibergeordneten Instanz {iberwacht werden. Nur eine starke zentrale Aufsicht kann
die Finanzmirkte disziplinieren. UberlieBe man die Oberaufsicht nationalen
Bankenaufsehern, wire zu befiirchten, dass diese die heimischen Institute weniger
streng kontrollierten.

Das Europaparlament hat beschlossen, dass die Europidische Zentralbank (EZB) ab
2014 diese Aufgabe vorerst iibernehmen soll. Wichtig ist dabei vor allem, dass
sowohl institutionell als auch personell eine deutliche Trennung von Geldpolitik und
Aufsicht gewihrleistet ist, damit keine Interessenkonflikte entstehen. Das gilt vor
allem im Hinblick auf das vorrangige Ziel der Preisniveaustabilitit. Auerdem muss
zwischen der EZB und den nationalen Aufsehern eine klare Aufgabenverteilung
bestehen, die aber eine enge Zusammenarbeit ermoglicht. Das ist deshalb von
Bedeutung, weil die nationalen Zentralbanken den unmittelbaren Kontakt zu den
Banken vor Ort haben und folglich die landesspezifischen Strukturen sowie die
Besonderheiten der Geschiftsmodelle und Finanzgeschifte am besten kennen. Diese
Kenntnisse ermoglichen bessere Vergleiche der praktizierten Strategien. Ungeachtet
dessen muss die europdische Bankenaufsicht in Kooperation mit den nationalen
Aufsehern direkte Durchgriffsrechte auf insolvente Banken in Krisenléindern haben,
um deren nachhaltige Rekapitalisierung voranzutreiben.

Mirz/Aprik 2013

Manfred O. E. Hennies Matti Raudjérv
Kiel/Warder, Tallinn/Pirita-Kose und Pirnu,
Deutschland Estland
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REGULATION OF FINANCIAL MARKETS
Introductory ideas about the current problems

It has become increasingly clear particularly in this century that through the
destructive impacts of financial markets, economic crises are often amplified to
proportions which set the entire system at risk. V. Cerra and S.C. Saxena' have
shown that failures in real economy brought about by instability and failures in the
financial sector have an extremely destructive impact, particularly in the developed
industrial countries. Therefore the effectiveness of the economic systems of the
Western world has been regarded increasingly questionable in public discussions
and implementation of comprehensive reforms is demanded, particularly in the
banking sector. Intervention with social and economic policies becomes necessary.
The issue of who has the decisive say in the economy and in the society as a whole
is often raised — democratically legitimised representatives of the general public or
the managers sitting in the boards and councils of banks who seek profits in
financial markets with extremely speculative self-interested transactions?
Comprehensive regulation of financial markets has become absolutely necessary
more than ever since the first signs of the beginning of the financial crisis in 2007, in
order to prevent conflicts between self-interests of banks and the common good.

The essence of the demands that have stood out in discussions has been to separate
speculative investment banking (above all trading on own account® and lending to
hedge funds) clearly from classical lending and depositing activities in the so-called
universal banks, i.e. banks with a wide range of business activities (ring-fencing).
That way it would be possible to stop setting at risk client-based business activities
in banks which are faced with bankruptcy due to their risky investment transactions.
According to the current experience, such banks are eventually rescued (bailed out)
with state funds because of their importance for the economy®. Taxpayers eventually
bear the burden®. The state becomes a victim of extortion. The function of banks as
service providers to real economy should be restored in order to avoid such a
situation in the future. This assumes the creation of a system which would keep
commercial banks separate from investment banks.

The Volcker rule’ from the U.S.A. is the most radical of these proposals. According
to the proposal, banks should not be allowed at all to participate in hedge funds and

! Cerra, V./Saxena, S. C., Growth Dynamics: The Myth of Economic Recovery, IMF Working
Paper, 07.08.2005.

2 Casino within a bank* like the German Handelsblart calls trading on own account on its
front page on 30 January 2013 as it may not take into account the interests of responsible
clients.

3 These banks are referred to as being ,.essential for the system* (,,too big to fail*).

4 German social democrats refer to it as ,capitalism dominated by financial markets*.

3 It has been named after Paul Volcker, the Chairman of the Board of Governors of the Federal
Reserve System in 1979-1987, currently a senator.
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private equity funds, to own or finance them, or to trade on their own account® at
their own risk’. The Liikanen Reports, on the other hand, is favoured more in the
European Union. It is dreaded that due to the strict conditions of the Volcker rule the
prohibited transactions may be performed in the form of ,shadow banking".
Therefore the Liikanen Group recommends to major banks’ to keep their traditional
transactions of private and business clients separate from their risky operations
performed at their own risk in financial markets'®'". Holding companies created
according to the OECD model are meant here, with subsidiaries which are legally
and financially independent organisations with their own banking licenses and each
responsible for one business area. An investment bank which becomes insolvent due
to its risky transactions could be liquidated independently of its client-based
business area. Credit and deposit transactions and therefore also the funds of bank
clients would be protected. Because only such original banking transactions are
related to real economy. Such keeping apart would make it possible to connect the
risk closely with liability related to only profit-oriented activities in separate
business units.

It is quite understandable that such conceptions on keeping activities separate were
not approved by the banking communities. Counterarguments are not very
convincing, however. Expenses related to organisational structure should not
increase much as the main part of the basic business expenses — such as electronic
data processing — can be used by all subsidiaries also in the future. However, the
business units that would be engaged in investment banking would not be able to
rely on the ratings of the customer service units and that would surely increase their

6 Trading in securities, currencies, precious metals and different kinds of derivatives on own
account.

7 According to this, the activities of banks should be limited to orders received from clients,
and banks themselves should not perform risky transactions with only speculative self-
interested motives. (Hilger, H. A., Aktueller Begriff: der Glass-Steagall Act und die
Bankenregulierung (Nr.05/10): Wissenschaftlicher Dienst des Deutschen Bundestages,
10.10.2012).

8 Report of the Liikanen Group, an EU Expert Group for the regulation of major credit
institutions: [http://ec.europa.eu/internel_market/bank/docs/high-
level expert group/report_de.pdf]; the report is named after Erkki Liikanen, the chairman of
this group, who is the Governor of the Central Bank of Finland and therefore a member of the
European Central Bank Governing Council.

° The term ,,major bank* in the Liikanen Report is related to the proportion of trading on own
account in the total assets of the bank (starting from 15%) and/or the absolute amount of
trading on own account (starting from 100 billion euros). The Liikanen Report recommends to
restrict the obligation to keep the two business areas apart and to apply it only to ,,major
banks®. Such a restriction cannot be explained by any practical reasons and therefore we may
assume the interests of the banking lobby here.

10 This does not include transactions ordered by business clients in financial markets, such as
risk guarantees for actual, serious valid contracts to insure against fluctuations of prices of raw
materials and currency exchange rates. The same applies to credit default swaps and certainly
also to issuing of corporate shares. (Cf here also: Eesti majanduspoliitilised véitlused, 2-2012,
footnote 17).

' That would make it possible to control (as expected) the trading on own account.
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refinancing costs. The issue of whether introduction of a system that would keep
commercial and investment banks apart would set at risk the reputation of
participating EU countries as host countries for financial institutions would still
concern only separately performed investment transactions. For client-based bank
transactions, closeness to real economy is a practical necessity.

Keeping traditional business transactions separate from risky and complex
investment transactions is the most important measure for controlling financial
markets. This, however, assumes that not only ,,major banks* but all banks would be
obliged to keep these two fundamentally different areas separate. A bank which is
too small from the aspects of business economy to implement such a separation,
should avoid performing such risky transactions.

If it is guaranteed that subsidiaries of a group have no access to the main bank when
trading on their own account and that credit institutions oriented only to clients do
not engage in investment banking activities and are not allowed to refinance them,
the issue of whether trading on own account should be generally restricted or even
prohibited is of secondary importance. Purely speculative instruments (forwards)
should be prohibited in any case. Such transactions with derivates are risky for the
system and partly immoral and have no relation to real economy. Such transactions
are based on expectations that prices of commodities, such as agricultural products
or raw materials, will change in the future, and are objects of speculation. In the
past, such interventions of banks in the functioning of the economy have lead to
price excesses. These in their turn set at risk the regular supply of the population
with food products — particularly in the poorest regions of the world — and
manufacturing sectors with intermediate products.

The remaining bank transactions that should be kept separate consist in speculative
trading on own account for the purpose of quoting currency exchange rates,
securities and other rights. These too are performed on own account and at own risk
and are therefore not client-based. Such trading is performed — similar to the current
forward transactions — not on stock exchanges but outside controlled markets, in the
form of over-the-counter contracts. As such transactions are mostly not sufficiently
secured with equity, unsuccessful speculations may easily lead to the insolvency of
the performer of the transaction and start a chain reaction due to interdependencies
in national economy. Therefore it is so important to allow performance of the
transactions described above in principle only with the permission of a higher level
authority'? and under the control of such an authority.

According to the requirements of the European Parliament, banks should be obliged
— and this concerns internationally operating major banks of the Western world — to
present in their balance sheet the profits earned from operations in different

12 Analogously with the Dodd-Frank Act in the U.S.A., the European Market Infrastructure
Regulation (EMIR) provides that OTC derivatives will have to be secured, in principle, and
agreed on between central counterparties (CCP) and registered in a central register of
transactions.
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countries and the taxes paid on these profits. Such disclosure would make it
considerably more difficult to take their business to tax oases and would help to
fight with aggressive tax manipulations.

The principle that economic subjects who perform risky transactions when seeking
high profits and bonuses should bear also full responsibility for them should be
established and remain in effect in market economy. Risk, responsibility and
consequently also liability are inseparable concepts. The situation where banks may
be sure of state aid, i.e. eventually assistance of taxpayers, due to their importance
for the system should not exist. This will make it tempting to take excessive risks
(moral hazard), which makes the whole system more vulnerable and more prone to
crises. Losses should not be socialised while keeping the privatisation of profits and
outrageously high salaries and bonuses of managers. The losses that cannot be set
off in some other way have to be born by the responsible management and owners
of banks. This specifically means the following: in the case of insolvency,
responsible managers should repay to the company at least partly their salaries
earned during a certain period (e.g. from the last five to ten years) to cover the loss,
and shareholders should give up their shares' in exchange for claims or creditors
(debt-equity-swaps, bail-in).

The approach to the payment of bonuses which were originally paid for particularly
good achievements should be different. As success or failure becomes evident only
several years later, bonuses should not be paid out in cash immediately. Bonuses
would be first paid out in the form of bonds — to a certain extent, as surety bonds.
These bonds can be cashed after a term of five to ten years, provided that the bank
has not become insolvent during that period'*. The collective liability of bonus
recipients could have also an additional effect — each of them would be more aware
of possible problems and would take into account the risks related to their activities
and would also observe more critically the activities of their colleagues. Such a rule
would consequently have a disciplinary effect.

If the debts of a bank exceed its equity in some cases — including debt-equity-swaps
— also creditors could be involved in bearing losses through reducing or giving up
their claims. That would considerably increase the refinancing costs of the banks
which are in difficulties anyway already. Therefore in such cases it would be more
right to choose the solution of converting the claims of creditors into obligatory
bonds, i.e. to apply the method of surety bonds with potential corresponding
increasing of the equity.

In September 2012, Heads of State or Government of the euro area decided to use
the European Stability Mechanism (ESM), financed by the countries of the euro

3 And also bank managers their shares and stock options received earlier as performance
bonuses.

'* Also disbursement of bonuses could be contingent on that — following the example of Union
de Banques Suisses (UBS) — to avoid the decrease of equity quota below a certain limit (in the
above-mentioned case below 7%).
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area, directly for making aid payments to banks in trouble. This clearly violates the
principle that no public funds but only private funds should be used for rescuing
business units. In order to prevent the misuse of tax funds for rescuing banks in
future crisis situations, a restructuring fund owned by banks should be created on the
basis of European law'> for the provision of financial assistance only if all
mandatory conditions have been fulfilled. The vicious circle which has appeared due
to the close interconnections of the financial sector with national debt has to be
broken once and for all. In that sense, the above-mentioned fund can only be
financed with funds from the banking sector itself. Also a liquidation fund can be
integrated in that rescue fund to cover unsecured losses of insolvent banks, if
necessary. Administration should be assigned to an European financial stabilisation
institution independent of the European Central Bank.

In order to guarantee alleviation of potential losses already in advance, existence of
sufficient equity should be ensured. This was the subject of the Basel Commission
already in 1988. However, in the decisions adopted (Basel I), varying risks of certain
assets and liquidity aspects were insufficiently taken into account for the
determination the capital requirements. Subsequent decision packages of Basel II
and Basel III will have to fill these gaps. Basel II provides creation of equity
backings of different sizes for risky assets (such as credits issued according to the
solvency/rating of the debtor)'®. Basel III goes even further, introducing two more
precautionary indicators of liquidity: the liquidity coverage ratio (LCR) and net
stable funding ratio (NSFR). According to both indicators, banks have to retain
sufficiently high liquidity in addition to the mandatory equity. This specifically
means that the liquidity level of banks (high-liquidity assets and assured refinancing
opportunities) should be higher than necessary (for expected liquidity outflows and
the necessary stable refinancing).

The basic idea of these preconditions is correct. But looking at their possible
consequences the matter should be considered more thoroughly. The indicators
described will probably induce banks to issue short-term loans or to use liquid
resources for buying reliable securities instead of issuing long-term loans. It would
lead to a situation where businesses — particularly during periods of crisis — would
have more difficulties in financing their long-term loans. The new balance sheet
rules can procyclically strengthen this effect even more. Because if banks present
their assets in the balance sheet according to actual market values, it increases the
equity at the times of active market but reduces it during crisis. It is very
questionable whether and when the European Systemic Risk Board (ESRB)

'3 According to the model of the German Bank Restructuring Act of 2010. Bearing in mind the
currently still extraordinarily varying financial difficulties in different countries of the euro
area, establishment of national restructuring funds could be considered instead of a joint fund
for banks of the Member States during the transition period until overcoming the European
financial crisis. They could later be combined into a common European fund.

'® Discussions of the new EU Capital Requirements Directive (CRD IV) and the related
Regulation (CRR) have still not achieved satisfactory results.
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established at the European Central Bank can solve these interconnected problems.
Nothing has happened until now in that respect.

According to the current experience, high frequency trading'” in security markets
may have an extremely destabilising effect. Up-to-date data processing technology
makes it possible for brokers to execute orders microseconds before other orders
with the help of computer-generated algorithms, to combine transactions in the same
direction with immediately following transactions in the opposite direction and earn
profits that way'®. In many cases the aim of such actors is just to test the reaction of
the security market. Such mixed signals may, however, lead to excessive variations
of rates and destroy financial values to the extent of many billions'® without
reflecting actual developments in real economy.

In order to prevent such perverse trading practices in the future, a minimum resting
time of stock exchange orders has to be established”, which is also a
recommendation of the Economic and Monetary Affairs Committee of the European
Parliament. The resting times should be strictly monitored with computer software.
Intermediate solutions have to be found until such regulation mandatory for all is
reached in the European Union. Brokers and investment funds who want to perform
computer-generated automatic transactions in financial markets should first of all
apply for a separate licence to make it possible to monitor strictly their activities>!.
Considerable fines should be imposed on misleading orders placed without the
intention of performing actual transactions.

The management of trading institutions and stock exchanges should have the
additional obligation to stop trading immediately in the case of extraordinary
developments of rates and to identify the causes. Besides — the order-to-trade-ratio
should be constantly monitored to detect violations of rules and stop wrong
developments in time.

The fees paid to board and council members, salaries of top management and also
bonuses paid in the banking sector have grown to such amounts by now that it is
difficult to justify them to the general public. Such development sets social cohesion

17 Cf here: Lattemann, CH. (et al), High Frequency Trading — Costs and Benefits in Securities
Trading and its Necessity of Regulations, in: Business & Information Systems Engineering,
Vol. 4, 2012, Issue 2, pp. 93 — 108.

'8 Which may be very small in single cases but may add up to large total amounts.

' For instance, in U.S. stock markets on 6 May 2010 when the Dow Jones Industrial Average
Index lost more than 9% within minutes, which was equivalent to a loss of 1000 points (Flash
Crash). It was caused by a wrong order which led to numerous orders sent to the stock
exchange from IT systems of high frequency brokers in milliseconds.

? The Economic and Monetary Affairs Committee of the European Parliament prefers the
minimum resting time of 0.5 seconds for orders. This is surely too short.

! Including the algorithms they are using. The respective draft act (Act for the Prevention of
Risks and the Abuse of High Frequency Trading — High-Frequency Trading Act) has been
discussed in Germany since 30 July 2012. The intention is to subject also transactions
performed outside public trading in stock markets (dark pool of liquidity) to this future Act.
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at risk. In the formulation of a transparent remuneration system the bonuses have to
be related to basic salary rates. If only bonuses were regulated, basic salaries could
still be changed in the future to achieve the desired result. Therefore fixed basic
salary rates should serve as a basis for the socio-politically justified and transparent
regulation.

The easiest solution would be to establish fixed maximum salary rates in financial
law** that can be recorded as legitimate personnel expenses. The same would then
apply to also uno actu bonuses if they are limited to the basic salary rate. That way
subventioning of the excessive salaries of bankers by taxpayers could be stopped as
the taxable profits of banks and therefore also tax revenues of the state are low. Such
regulations would not violate the principle of free market economy. Also in the
future, the committee with decision-making power in every company could consider
whether they should exceed the establish limits if they need to hire highly qualified
people to executive posts in the conditions of international competition. For banks
such rules would mean that salaries which exceed maximum rates would have to be
paid from after-tax profits.

The tax law approach described cannot apply only to the banking sector, considering
the basic rights. It has to cover all business enterprises. This, however, would
assume harmonisation of the European Union tax legislation, i.e., in essence, the
creation of a fiscal union. But there is still a long way to go before EU achieves that
and each Member State gives up its own national tax system for the benefit of a
common European tax authority. Until then we will have to find an intermediate
solution for the creation of socially justified and transparent remuneration systems.

Therefore the maximum salary rate should be fixed first, allowing to pay also higher
salaries in exceptional cases and on the basis of definite socially still justified scales.
Achievement of outstanding results gives the right to receive bonuses which cannot
exceed the basic salary rate. Such a varying form of payment shall not be disbursed
immediately, considering precautions for the liability for risks, but should be issued
in the form of surety bonds. It would only be fair to set the interest rate of such
securities two to three percentage points higher than the interest rate of similar
ordinary loans, i.e. higher than that of contingent convertible bonds (CoCo Bonds).
All payments to board and council members, also to all high-salaried executives
should be disclosed. Disclosure of salary rates may contribute to achievement of
moderation.

Fulfilment of the requirements for the regulation of financial markets have to be
monitored by higher-level authorities. Financial markets can only be disciplined
with strong central supervision. If supervision is assigned to national banking
inspectors, they may be insufficiently strict in inspecting domestic banks.

2 The fact that the rate should be constantly adjusted to economic development, above all the
development of prices, may cause difficulties.
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The Heads of State or Government of the euro area decided that the European
Central Bank should take this task. It is important above all to keep monetary policy
and supervision firmly apart both institutionally and on the level of staff to avoid
any conflicts of interest. This applies above all bearing in mind the stability of the
price level. It is also important to keep a clear division of tasks between performers
of supervision on the part of the European Central Bank and on the part of each
Member State and to continue close cooperation nevertheless. Cooperation is
important also because national central banks have direct contacts with banks and
are therefore most familiar with domestic systems and also specific features of local
business models and financial transactions. This knowledge makes it easier to
compare the strategies implemented. The European banking supervision should,
however, have the right to intervene in cooperation with national supervisory
authorities in the activities of insolvent banks of countries which are in crisis, in
order to encourage their sustainable recapitalisation.

February — March 2013

Manfred O. E. Hennies Matti Raudjarv
Kiel/Warder, Tallinn/Pirita-Kose and Pirnu,
Germany Estonia
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ASSET PRICE BUBBLES IN THE PERSPECTIVE OF NEW KEYNESIAN
THEORY
Meelis Angerma’
University of Tartu

Abstract

Developments in the real world depends on human reaction to economic events
which is also determined by dominating economic thought. Dominance of neoliberal
and monetarist thinking was the main cause of ignoring asset price bubbles and their
effects on real economy. New keynesian economic thinking provides an alternative.
Hyman Minsky’s model of financial instability was more effectively able to explain
super-bubbles in US economy and subsequent ,Great Recession’. Ignorance of
momentum-bias of traders and banks contributed to this crises. Emerging markets
and Baltic countries were strongly influenced by credit oversupply in US.
Instabilities were so sizeable that IMF approved using capital control and proposal
for tax on financial transactions was made. Policymakers and individuals should
abandon ignorance of speculative asset price bubbles and improve their analytical
skills to recognize bubbles and change their behaviour.

Keywords: Baltic economies, prices, business fluctuations and cycles, expectations,
speculation, information and market efficiency, asset pricing theory, behavioral
finance, asset price bubbles, portfolio theory

JEL Classification: D84, E3, G14
Introduction

Monetary policy and economic policy in general depends on dominating trends of
economic thinking. Often this dominance of certain ways of thinking are determined
by previous experiences in real economy. ,,The Great Recession” and preceding
bubbles in housing and stock prices have damaged belief in neoclassical assumption
of rationality of individuals and belief that the market mechanism provides always
the fairiest equilibrium price. As many thinkers believe that allowing asset price
bubbles was a mistake, then other ways of economic thinking may be worth to
consider. One of the most famous of these is new keynesianism. In this writing
differences between monetarism and New Keynesianism will be analysed with focus
on asset price and real exchange rate bubbles in Eastern European economies. The
goal of the article is to show that economic experience of economic boom and crises
of 2006-2009 may be successfully explained by exploiting alternative New
Keynesian framework of economic thinking. It can also explain short-term dynamics
of real exchange rate or prie level. The task will be to compare monetarism’s and
New Keynesian economic’s abilities and usefulness in forecasting and avoiding

! Meelis Angerma, Magister Artium, sales strategy manager, AS Kevelt, Teaduspargi 3/1,
12618 Tallinn, Estonia, mangerma@ gmail.com.
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economic crisises. In addition to providing crystal clear theories on paper,
economics should be able to forecast and recognize asset price bubbles in real world
and influence economic policies to improve welfare in long run.

Reader of this article may ask why is real exchange rate topic important when focus
is on asset price bubbles and monetary policy. The answer is that extreme volatility
of macroeconomic variables of the Baltic economies was directly related to variables
which were inherent to asset price bubble. Variability of variables of real economy
was a result of variability of financial variables like price behaviour of housing,
interest rates, credit standards and stock prices. Demand shock in Baltic economies
raised rapidly real exchange rate or relative price level and this same thing required
later downward adjustment which was quiet painful for the economy. The question
is, whether different assumptions of economic thinking and different economic
policy would have saved Baltic countries economies from extreme volatility.

The argument that not being supply-side economist is not supported by popular
political guideline is not related to economic reality which exists on its own. 3 x 3 =
9 regardless of political party in charge at least in free society.

In the beginning part of the writing basics of neoliberal/monetarist and new
keynesian will be presented and their assumptions on market efficiency. The second
part focuses on New Keynesian and Behavioural Finance explanations and solutions
of such crisises as these are related and similar. The third part explains asset price
bubbles of US and emerging markets. The fourth part provides synthesis and
proposals from learning of the past decades of financial markets and macroeconomic
volatility.

1. Assumptions of Neoliberal/Monetarist and New Keynesian thinking

Neoliberalism was created by Austrian economists Friedrich Hayek and Ludwig von
Mises to balance socialism and facism in 1930-s. Finally these liberal ideas were
applied to real world by Margaret Thatcher and Ronald Reagan in 1980-s. During
liberalization of 1980-s policymakers forgot market’s speculative and overshooting
nature. This belief grew out despite of success that US Federal Reserve chairman
Paul Volcker, who was a conservative keynesian, achieved in early 1980-s crushing
attempts of resource and and any other price bubbles with aggressive raising of
interest rates. By now this tenure as Fed’s chairman is remembered as a period of
prosperity although fruits of this policy were later contributed to monetarists and
neoliberals. Crisis of 2007-2012 increased support to postkeynesianism again.

Monetarists believe that unstable and erratic monetary policy is responsible for
economic fluctuations. Keynesians believed that fiscal policy was more important
tool to influence aggregate demand and dynamics of economy.

The concept of new keynesian theory was introduced by Michael Parking in 1982.

Later this phrase was used by Ball, Mankiw and Romer in 1988 (Romer ez al. 1988).
The word ,new’ is used in order not to be confused with neoclassical synthesis
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keynesian economics and to be related to new classical economics. The focus was
on showing microeconomic reasons of price and wage stickiness. The most famous
authors of the field were Stanley Fischer, Edmund Phelps and John Taylor.

The real exchange rate concept is related to PPP. Economists have held debate of
PPP already almost for a century. PPP concept was introduced by Gustav Cassel in
1922. Monetarists support the idea that purchasing power parity (PPP) does hold all
the time and changing the amount of money on the market does not change real
economic variables — only nominal prices will be changed. Therefore the concept of
real exchange rate is not very important for monetarists as monetary policy can not
change real exchange rate or relative price level. If PPP holds all the time then real
exchange rate is not important for them.

Keynesians see that PPP does not hold and there may be prolonging misalignments
from PPP. Therefore real exchange rate emerges as an important concept and tool
for analysis. In case PPP holds, real exchange rates should be persistent. It is
commonly tested with standard unit root tests. In 2007 Lee and Yoon found after
employing Hamilton-type Markov regime switching models on more than 100 years
of data on five time serieses that the strength of PPP was changing over time (Lee et
al. 2007). It was found out that the PPP held locally and in current regime but not in
general.

Keynesians point to frictions in real economy which prevent goods prices from
equalizing in short period of time. Here emerges another important concept related
to real exchange rate and new keynesianism which is price rigidity. For example
labour price or wage rigidity may prevent Eastern European countries to catch-up
western neighbours in the EU. In case of rigid good prices wages are likely to be
rigid too as the level of costs is determined by the level of goods prices. New
classical economic thinking states that prices are not sticky because of rational
expectations theory. Although keynesians tend to ignore the role of rational
expectations and support adaptive expectations, new keynesians generally agree that
households and enterprises have rational expectations but plentiful market failures
result in sticky nominal prices of goods and wages.

The new keynesians provided reasons for price stickiness (Melmies 2012, p. 453):

1) menu costs, 2) implicit contracts, 3) nominal contracts, 4) coordination failure, 5)
cost-based pricing, 6) constant marginal cost, 7) non-price competition, 8) pricing
threshold and 9) link between quality and price.

The most important of them were implicit contract, nominal contract, coordination
failure and cost-based pricing factors (Melmies 2012, p. 453; Blinder 1998). New
keynesians believe that flexible prices would lead the economy into the state of full
employment. Post keynesians see still too many market failures to achieve that.
Therefore price rigidity is not the main reason for demand’s effect on output for
them. Wage rigidity is also cause of cuts in workers payroll and higher employment
because companies are not easily able to lower wages. In new classical thinking the
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firms are price takers and choose productions levels. In keynesian framework sticky
prices allow them to set prices and accept quantities as given.

New keynesian’s reliance on plentiful market failures also supports the ideas of
behavioural finance and markets inefficiency. In general rational expectations
assumption should support belief in efficient market hypothesis on financial
markets.

New keynesians answer to new classical critique on keynesianism pointed to
extreme informational assumptions of new classical approach (Cunningham):

1) unconstrained rational expectations hypothesis implies unrealistically
sophisticated agents;

2) bounded rationality and

3) structural impediments.

Other microeconomic reasons of price and wage stickiness are:
1) technology of transactions;

2) heterogeneity of goods and factor inputs;

3) imperfect competition;

4) imperfect information and

5) imperfect capital markets.

Those new keynesians who support flexible price version of thinking state that
natural economic forces magnify small shocks and stickiness of wages and prices
would even soften the shocks. Therefore the focus of these new keynesians belongs
to mechanics of the shocks.

New keynesians point to imperfections of the capital markets. For example equity
financing is not available sometimes for firms because of cyclicality of the markets.
Equity would allow firms to share business risk with equity holders. If equity-
financing is not available, then firms can not share risk and will be more risk-averse
(Cunningham, p. 21). During recession risk of production increases and firms are
ready to accept much less risk. The aggregate supply curve will be influenced in a
magnified way.

2. New Keynesian and Behavioural Finance approach to market efficiency and
asset price bubbles

Keynesian economists Joseph Stiglitz and James Galbraith pointed to free market
believers or Chicago school’s approach’s failure which led economy to the crises of
2007-2010 (Lippert 2008).

The author’s of behavioural finance like Richard Thaler have shown strongly
irrational behaviour of individuals on financial markets. The best example of that is
the statement of Prospect theory, according to which investors behave differently
depending on whether they face a loss or a gain of the same size. They are more
afraid of the losing than excited from winning the same amount of money. For this
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reason extremely large negative utility of financial loss causes investors to abandon
stocks or other assets after initial losses without attention to price level. As a result
markets tend to overshoot on the downside. On the other hand positive feedback
effect, herding, overconfidence and availability bias contribute to overshooting on
the upside. As a result there is more momentum on the market than in case of
rational investors would be.

Previously monetarist assumption was that noise traders should be unprofitable and
disappear from the market and any systematic irrationality should be temporary.
During emergence of the asset price bubble these traders actually get richer and
amplify overshooting and misalignment from disequilibrium. Although finally they
will wiped out in large part. By this time reasonable investors on the market will be
extinct breed. The idea that financial systems itself caused development of the asset
bubble and subsequent collaps and external factors were not necessary was
supported by legendary investor George Soros (Soros 2011). This approach is
opposite to new classical and monetarist approach according to which prices on
markets should always converge to equilibrium.

The new keynesian and behavioural finance approach to nature of free market is
similar in a sense that they both focus on imperfections and bounded rationality of
human behaviour. Raines and Leathers found in 2011 (Raines er al. 2011) that
behavioural finance supports keynesian approach to explain bubbles and crises.

The basic roots of keynesian assumption of price stickiness may be found in
behavioural finance and prospect theory. The central model of behavioural finance is
prospect theory of Kahneman and Tversky (Kahneman et al. 1979). According to
prospect theory, individuals in their decision-making are very much concerned about
reference points. Outcomes are judged relative to reference points. The importance
of reference points in prospect theory suggests that it may provide a microeconomic
foundation for Keynes’ theory of sticky wages. Prospect theory also introduced
concept of loss aversion which also explains several market imperfections.

Downward rigidity of wages was shown by Bhaskar (Bhaskar 1990) to be explained
by the prospect theory. His explanation assumed that individuals are loss averse.
Without it wages would not be rigid.

Another famous behavioural finance author Hyman Minsky focused his efforts to
understanding and explaining financial criseses. Minsky opposed deregulation
policies of 1980-s and accumulation of large debt burdens. It is important to notice
here that keynesian author resists debt accumulation differently from accusations of
neoliberals. Minsky was considered as post-keynesian. Minsky was influenced by
Joseph Schumpeter and Wassily Leontief (Wikipedia: Hyman Minsky). Similarly to
George Soros Hyman Minsky stated that capitalism is inherently unstable (Minsky
1986, p. 349).

Macroeconomic models of Minsky related business cycles with endogenous
investment bubbles on financial markets. During good times cash flows of firms
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grow larger than necessary to repay existing loans. Speculative euphoria ensues and
soon borrowers debt burden exceeds the level waht they are able to service from
current incomes. The financial crises emerges. During the financial crises banks and
other lenders tighten their credit standards and even worthwile borrowers will be cut
from bank loans. The next stage is loss of GDP. The moment of Minsky is slow
motion from stable state to vulnerable state in economy which is followed by crises.

Based on economic data of 1960-1970-s Minsky showed how financial markets may
move to exaggerations and influence real economy. Minsky stressed importance of
Federal Reserve Bank system as lender of last resort (Uchitelle 1996).

Credit System model of Minsky was influenced by John Stuart Mill, Alfred
Marshall, Knut Wicksell and Irving Fischer (Kindleberger et al., 2005, p. 14).

Minsky wrote in 1974 that the economy moves between states of strength and
vulnerability and these moves are important in determining business cycles. Minsky
did not agree with mainstream economists and stated that booms and busts are
unavoidable in free market economy unless government or central bank interferes.

Minsky developed his theories about borrowing and economic activity on seminars
with managers of Bank of America. His theories have had little impact on
mainstream economics and central bank policies because he did not construct
complicated mathematical models. Later postkeynesian Steve Keen created models
of endogenous economic crises based on Minsky’s theories. Theories of Minsky
focus on dangers of speculative bubbles of asset prices. After crises of 2008-2009
some central bankers have mentioned including Minsky factor into her policy of
central bank (Yellen 2009).

Minsky’s financial instability hypothesis (Minsky 1992) states that the main power
forcing economy into the crisis is debt accumulation in private sector. This theory
came well into recognition on late 2000-s. Three different types of borrowers were
distinguished. These are: 1) hedge borrower, 2) speculative borrower and Ponzi
borrower. Hedge borrower is able to pay back the principal and interest fom current
cash flow from investment. Speculative borrower is able to pay interest but must
refinance the principal. Ponzi borrower makes bet on increase of asset value and is
not able to pay interest or principal from current cash flow from investment. Ponzi
borrower survives only until prices continue to go up. At the last stage of borrowing
bubble Ponzi borrowing is more prevalent and may result in failure of the financial
system. In the next stage speculative borrower will not be able to refinance debt.
Collaps of Ponzi and speculative borrowers damages reach even hedge borrowers
for their healthy businesses as credit standards will be raised to extremely high level.

Paul McCulley from PIMCO, which is one the largest fixed-income assets managers
in the world, applied Minsky’s financial instability hypothesis to mortgage crises of
2008-2009 (McCulley, 2009). He found out that lenders financed and focused on
Ponzi-borrowers on hope that house prices continue to grow forever. McCulley
argued that progress through all three Minsky’s borrowing stage was obvious.
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Culmination of the bubble was achieved in august 2007. Demand for houses fuelled
growth of banking system which financed movement towards speculative and Ponzi-
borrowing. Mortgage loans developed and bigger and bigger leverage was made
available for the borrowers. Improving credit-availability pushed housing bubble
further. After collaps of the housing bubble process of deleveraging was started in
reverse direction. Firms decreased financial leverage, credit standards were raised
and average borrower was again hedge borrower.

McCulley stated that human behaviour is procyclical by nature. Because of this
capitalistic systems periodically experience periods of too high inflation and debt
deflation. These processes are self-inforcing meaning that inflation creates more
inflation and debt-deflation creates more debt-deflation. Humans are by nature
momentum-traders and not value investors. Business cycle tops and bottoms are
amplified. Ensuing recommendation of this thinking is that policymakers and
regulators should employ countercyclical policies. For example higher required
reserve ratios for banks could be higher during inflation periods and lower during
deflation periods. Raising and lowering of key interest rates of banks is already
existing tool for central banks although they appear to be too dovish to use this.

Another economist providing keynesian insight into the previous crisis is Steve
Keen.

3. Asset price bubbles of US and emerging markets

In recent years the US economy experienced the largest contraction of employment
and decrease in house prices in about 80 years. Influences of resulting downfall of
consumption lowered global demand and slowed down world GDP growth rate. So-
called ,Big Recession” was preceded by one of the biggest bubble in housing and
private borrowing in economic history. In US asset price bubbles became the
problem since about 1996 when stock prices skyrocketed and this was justified by
internet boom and dot-com bubble which was nine years after appointment of Alan
Greenspan. Not fighting the asset price bubble was his monetarist decision. The size
of the bubble and its emergence is visible on Figure 1 where historical P/E ratio of
S&P 500 index is presented. In calculation earnings are adjusted for business cycle
by the source Robert Shiller. The bubble exploded in 2000. Before that P/E ratio
achieved was the highest in US history.
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Figure 1. US S&P 500 index P/E ratio. Source: Stock Market Data Used in
"Irrational Exuberance" Princeton University Press, 2000, 2005, updated until
01/31/2013.

After big disappointment in stocks US housing prices took off of the ground. This
may be best described by house price development in San Diego which is depicted
on Figure 2. The Figure 2 shows that the real estate bubble in US started seriously in
2002. This was the year when Federal Reserve skipped raising interest rates and
ignored asset price bubble.

US monetary policy was the most potent to fight asset price bubbles during the
governing period of Fed chairman Paul Volcker, who was a democrat, keynesian
and not a monetarist as his successor Greenspan. Volcker was able to fight inflation
and asset price bubbles at the same time in late 1970-s and early 1980-s. Asset price
bubbles and crashes were generally avoided during his reign on developed markets.
Stock market sell-off of late 1987 after his tenure was more related to spread of
market trading algorithms than extreme overvaluation. This is visible on Figure 3.

Alan Greenspan’s view on monetary policy did not foresee any action against
speculative asset bubbles. Bubbles were presumably rational and any intervention to
free economy was considered as unnecessary. This was a neoclassical assumption.
Individuals in the economy were assumed to be informed and coldly rational. Focus
was instead on cleaning up consequences of possible bubbles. There was choice to
lean or to clean.
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Figure 2. S&P/Case-Shiller Home Price Index - San Diego. Source: Data360.org.
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The most probable reason of experiencing successive financial bubbles in US was
that monetary policy of US Federal Reserve was too expansionary. The Fed seemed
to avoid raising interest rates even when asset price bubbles were emerging.

This may be also a result of dependence on politics who want to avoid tough
movements by Fed. Even job market situation in terms of unemployment rate (4.5%)
was not demanding low interest rates anymore in 2006. Relative indicators of US
housing market showed that house prices were more expensive than ever before.
Therefore higher interest rates than ever before would have been warranted. The
possible and stated goal was to maintain republican president and let him to be re-
elected. On the other hand Wall Street bankers were satisfied with record profits.
Republican president was still lost immediately in 1998 when Fed was not anymore
able to stop collapse of all-time biggest asset price bubble. Exploiting contractionary
monetary policy would put pressure on asset price growth and reduce consumption
through wealth effect. Every obedient and consensual Fed member of the board
would agree with politician that spreading welfare today is important. The following
Figure 3 depicts history of US Fed Funds rate. It is likely that US economy required
higher interest rates in 2004-2006 to curb growth of house price bubble.

Extremely generous conditions on US credit market and highs prices of local assets
forced US domestic investors to look for opportunities for higher returns on their
capital outside of US. Speculation with stocks heated up on emerging markets. For
example in China and Russia. Development of prices on Russian stock market are
depicted on Figure 4. The stock market bubble was more pronounced in China.
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Speculative bubbles of stocks and houses emerged also in the Baltic states. Strong
demand for any kind of assets on these markets drove higher also other types of
prices like wages and consumer prices. Rapid appreciation of relative price level or
real exchange rate ensued. This was not caused by actual improvement of
productivity of Baltic workers but oversupply of credit in US. Investor’s mistakes of
behavioural finance described in part 2 of the writing were present on stock market
and even more on properties market. If there was a bubble in financial variables in
Baltic states like stock prices, house prices and risk margins, it would be reasonable
to think that this effect spread further to consumer prices and wages. These real
economic variables determined real exchange rate or relative price level which also
included effect of speculative bubble. This would explain rapid and unjustified rise
of real wage of 2007 and subsequent forced cuts of wages and employment in 2009.
The weirdest thing is to note that during the boom time mainstream politicians and
economists approved high expectations for future and supported excessive risk-
taking. Was it so impossible to recognize speculative bubble and take on active
measures to prepare for hard landing? Most likely reason of ignorance was relying
on neoliberal monetarist assumptions according to which policymakers and
individuals should not worry about speculative bubbles because they are
unrecognizable anyway and worry when the consequences of explosion of the
bubble is here. Neoliberal thinking supported focusing on short-term profits and
forgetting whether we are in a speculative bubble or not. Instead of countercyclical
rhetorics politicians tried to exceed each other with more optimistic and generous
future forecasts of wage and income rises. Those who dared to oppose these viewes
were almost accused of high treason. Stock traders tend to be most vulnerable to
those sins they are not aware of. Baltic countries also lacked a lesson of being too
greedy, neoliberal and short-sighted. By now this may be one reason why support
for Estonian right-wing coalition is decreasing.

Another contributing factor of the Baltic economic boom and bust cycle was
probably giving up own monetary policy. European Central Bank’s policies would
never perfectly satisfy needs of extremely small, open, immature and emerging
country in euro zone.

It is hard to believe that science of economics in 21-st century is so helpless that is
unable to even provide scientific warning of such large instabilities and take on
active measures to avoid collapse. At some point consequences of economic bust
may become so painful that economic system will be restructured and changed so
that current system of capitalism will be destroyed regardless of being it good or
bad. This is exactly of what George Soros warned almost decades ago in his book
,The Crisis of Global Capitalism: Open Society Endangered.”

The first signs of system destruction may be visible. On a global level it is visible in

attempt to impose tax financial transactions which would have clearly negative
effect on free markets.
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Regarding emerging markets calls for capital controls are strengthening. In April
2011 Bank of England’s executive director Andrew Haldane said that emerging
markets are likely to be increasingly vulnerable to asset price bubbles. The main
reason for this is increasing capital inflow from advanced economies and domestic
saving. He said that international support for capital control was increasing
(Milliken 2011). IMF also approved use of capital control for developing countries
in early 2010 because research showed convincingly its usefulness (IMF 2010).

4. Synthesis and proposals after decades of market and economic volatilities

It seems reasonable to claim that financial markets strongly influence real economy
and its business cycles and the real exchange rate is a concept that lies in central part
of this chain of influence in the middle of price system. Due to this extremely
volatile and cyclical financial markets create extremely volatile real economy and
business cycles. In 1990-s newkeynesian and later head of Israelian central bank
Stanley Fischer stated that macroeconomic stability is the preconditon for prosperity
(Fischer 1993, p. 23). Any kind of uncertainty is an unwanted phenomenon and
results in higher level of unemployment and larger GDP gap on average. Asset price
bubbles also misallocate resources and cause real exchange rate misalignment.
Decreasing confidence in economy causes cancellation of many potentially
benefitial transactions.

At some point the range of business cycle becomes extremely large. The largest
house price bubble through history in US and subsequent ,The Great Recession’ in
US and other countries demonstrated that volatility is increasing in both directions.
If this process continues, at some point volatility may become too large to bear.
Resulting loss of confidence in economy may bring cancelling of many useful
business projects and significantly lower long-term economic growth rate. The last
boom and bust cycle was already among the most extreme in world economic
history. Occurrence of selloffs on Wall Street and historical realized volatilities are
presented in Appendix 1 and Appendix 2 at the end of the writing.

Despite allowing economic freedom to create economic bubbles and crashes in
previous decade, in the final stage US and other governments had to intervene
extremely actively in stopping downward spiral created by collapsing financial and
banking system. This extremely active intervention is illustrated by growth of
central banks balance sheets due to quantitative easing and large fiscal deficits.
Finally this will probably destroy confidence in currency, monetary policy and
concept of welfare state. It is hard to imagine even larger intervention to economy
by the government in free markets framework. The ensuing question is, whether ex-
ante intervention during emergence of the asset price bubbles would have been less
costly in the end? Necessary interventions were in the scope of traditional monetary
and fiscal policies without giving up on fiscal balances and purchasing power of
currency. Confidence against insitutions would have been maintained.

Milton Friedman wrote in his famous book ,Capitalism and Freedom’ in 1962 that
although economic freedom is necessary part of general freedom, it is also
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prerequisite of political freedom (Friedman, 1962). Central control of economy was
accompanied by political repression. In free market economy, transactions have
voluntary nature. According to liberal thinking the government should not say how
much investments is proper and when it is too much because noone knows. Despite
that speed limit is present in traffic. Driving too fast is harmful to driver himself and
other drivers. Having speed limit in US does not make US dictatorship or
communist country. If economists are able to recognize exaggerations on the
financial markets, then analogously ,speed limits’ may be introduced to avoid asset
price bubbles. There are already such speed limits in the form of banks reserve
requirement and interest rate tool of monetary policy. These tools were probably not
used in sufficient manner in previous decades.

Free markets provide price-discovery function in calm and rational state. But
sometimes markets go crazy. Market-action is taken over by speculative traders who
turn less attention on fundamentals and focus more on technical and momentum
indicators. Irrational traders begin to rule the marketplace and reasonable and
rational investors exit the market. At extremely high price level they see no sense to
own assets and just sell them. Therefore the market will be dominated by gamblers
who do not trade on random basis but rather time their trades based on each other’s
actions or following technical analysis trading rules. Coordination of trader
behaviour occurs during times of asset price bubbles. This leverages overshooting of
the markets and markets lose their price-discovery function at least temporarily.

The coordination of actions during asset price bubble was visible also in commercial
banks’s action in Estonia. In order to not to lose marke share, credit standards and
interest rates were lowered in turns. This was comparable to traders competition for
stocks or properties in deficit.

Emerging markets are especially vulnerable to asset price bubbles because asset
managers of developed countries occasionally pick up stories of new hot emerging
markets and pursue to earn some additional return for their portfolios on these
markets. These markets are illiquid and if these markets will be out in their minds,
they sell all assets on these markets regardless of price. This feature was described
by famous and inarguably famous legendary trader George Soros as ,theory of
reflexivity’ in his book The Alchemy of Finance in 1987 (Soros 1987, p. 27-45).

Soros took over the theory of reflexivity from philosopher Karl Popper and
presented acceptance of this theory as the cause of his personal success. Differently
from average economist who believes that markets tend to move towards
equilibrium and other moves are random noise, according to theory of reflexivity
prices move away from equilibrium for prolonged period and even start to influence
fundamentals themselves. Market movement away from equilibrium is a self-
reinforcing process and therefore misalignment from equilibrium tends to increase.
Sometimes the trend changes and new trend also reinforces itself. So emerges the
boom and bust cycle according to him.
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Reflexivity means circular relationship between cause and effect which is similar to
positive feedback effect of behavioural finance. Market sentiment tends to self-
reinforce itself. Rising prices attract new investors and falling prices scare them off.
Prices continue to rise until the process becomes unsustainable. Positive feedback
leads market in other direction to collapse or antibubble.

Soros also mentioned that bank’s behaviour can be also explained by reflexivity
similarly to traders behaviour (Soros 2008). Lending standards will be lowered
during boom period and raised during the period of falling prices. Therefore
behavioural finance may be applied to financial markets and banking sector in
general. Single banks on the market of properties may be considered as traders on
the stock market. They may be open to the same behavioural finance fallacies like
overconfidence, anchoring and positive feedback effect.

The final question is, whether policymakers should allow any size of disequilibrium
to emerge in the economy. Where should be the limit, who should be responsible
and which tools should be applied? Here also arises question about single European
monetary system. If asset price bubble occurs only in few countries and European
Central Bank is not able to respond to this because other countries in euro-area
suffer an antibubble or depression, then European countries have basically lost
monetary policy tool. But monetary policy should be the main tool for fighting asset
price bubbles. Current situation in Europe supports this concern and it was even
better visible in 2010-2011 when economies in northern side of the euro area started
to show signs of economic bubble and at the same time southern countries fell into
deeper and deeper into crisis. The probable outcome of the situation will be that
European Central Bank will be constrained to raise interest rates due to collapse of
Spanish and Greece economies and Germany will experience a boom. There is need
for real exchange rate or price level appreciation of Germany in relation to Spain
and Greece. Boom and inflation of prices and wages in Germany would allow this to
happen. In this case the euro will be rather weak. If germans are not ready to accept
depreciation of the euro and high inflation in Germany, then interest rates will be
raised and Spain and Greece will require more downward flexibility of wages and
prices. This will be even more painful process bringing more strikes, distractions,
debt problems and threats to European unity.

The countries with more liberal economic policy and more decisions in hands of
market forces suffered more than economies with less economic freedom. This was
visible in extraordinary large housing price bubble and ensued deep GDP loss. Less
liberal countries like Slovakia and Slovenia escaped more easily.

Non-intervention to asset price bubble in Baltic states probably caused harm to long-
term economic growth in the Baltic states. Relative price level or real exchange rate
volatility caused shocks to Baltic economies. Economic policy in Estonia and Latvia
was rather procyclical than countercyclical. Politicians enjoyed the boom and called
for reaching to top-five richest countries in Europe. Pleasant and warm dreams of
long prosperity overwhelmed any sober and rational consideration of reality.
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Government economic policies should not push emotionally driven asset price
bubbles and call for additional exaggerations.

Inability to foresee hard landing of US housing market and economy in general
harmed belief in monetarism-based economic thinking. Neoclassical rational
expectations theory says that current expectations for the future are correct on
average. The actual outcome suggested that it was not correct at least for this time.

Some author’s have called for much more active fight against asset price bubbles
than before 2008 crisis was the case. For example former member of US Federal
Reserve System board Frederic S. Mishkin (Mishkin 2011, p. 66) called for central
banks to lean against potential credit bubbles per se when financial imbalances
appear to be building up. Mishkin suggested tools to restrain excessive risk-taking in
the credit markets. It is important to notice that he suggested focusing on controlling
excesses of credit market and not excesses of stock market. His suggestions were
also in line with keynesian economist Hyman Minsky who saw accumulation of
private debt as the most dangerous warning sign. It also suggests that current
proposals to impose financial transactions tax would not help avoid excesses on
private debt markets and housing markets.

According to Gruen, Plumb and Stone (Gruen et al. 2003), from Australian central
bank, in the ideal world central bank reacts to asset price boom with raising interest
rate and asset price weakness with lowering interest rates. But this would require
central bank to give very precise estimation to price level’s possible over- or
undervaluation and existence of asset price bubble. Due to this fact central banks in
the real world are often not even able to provide optimal reaction to asset price
bubble. In 2009 NY Fed’s governor William Dudley said in Basel on BIS
conference that asset price bubbles are serious threat to real economy. Dudley added
that stopping growth of asset bubble should be Fed’s task (Shostak, 2009). During
the crises of 2008-2009 the head of Bank of England Mervyn King adopted
assumption that markets are inherently unstable (Soros, 2011).

Proponents of free market state that free price-determination should not be disturbed
as free market knows the best. This would precondition rational behaviour. But asset
bubbles are result of herd behaviour and positive feedback effect not rational
behaviour.

The philosophical question is, wheather one group of individuals who are victims of
fallacies of behavioural finance should own right to spoil economic environment for
everyone by exaggerating business cycle? Exaggerators of business cycle were
traders and speculative investors (including banks) who reinvested profits from the
last successful trade in the direction of momentum employing more leverage in
order to maximize personal profits. Negative consequences for the whole society
were not included in their risk/reward calculations.

The most important implication of this writing is that actions of individuals and
policies of economic policymakers should take into account features of faulty
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human behaviour. Current extremely expansionary monetary policy of the largest
central banks of the world could easily generate new asset price bubbles. It will
certainly happen in some regions of the world before the weakest regions of the
world economy would get on feet. In European Union the most competitive
countries may face asset price bubbles after years of stimulative monetary policy.

The main suggestion is to improve analytical competence and knowledge about
human behaviour on financial markets in order to contain unnecessary volatility of
financial and then real economic variables and ensure macroeconomic stability
which is conducive precondition to long-term economic growth. Policy makers and
individuals like private investors and banks should abandon liberal ignorance of
asset price bubbles and start to behave in a more responsible way.

Conclusions

Asset price bubbles and dynamics of real exchange rate were in the light of different
schools of economic thought. It appears that dominance of neoliberalism and
monetarism contributed positively to emergence of extremely large financial bubbles
and busts during the recent decade. Namely central banks decision to use clean-
approach rather than lean-approach regarding asset price bubbles. New keynesian
school’s assumptions of bounded rationality and imperfect markets were more
useful in explaining developments in real economic world. Especially Hyman
Minsky’s theories on inherent instability of capitalist economies.

This writing also uncovered that keynesianism is not about chronic deficit spending,
it is about countercyclical economic policy which was missing during the period of
neoliberalism domination. Critics of keynesianism accuse keynesians of supporting
constant deficit-spending. Actually these are more likely short-sighted politicians
who exploit keynesian arguments to support deficit-spending before elections.

Assumption of investor rationality is a nice concept on paper and in theory but
unlikely to achieve in the real world. Humans are not computers, they are defective
creatures as they are slaves of their mental framework which is a result of living in a
prehistorical herd in African savannah. Herding and avoiding negative experiences
at any cost were evolutionary useful adaptations there. In modern world these old
features may be easily hindering factors.

Too large volatilities of financial variables caused also too large volatilities of real
economic variables like real exchange rate which is central link in chain of financial
markets influence on real economy. These volatilities played out in Baltic
economies in a leveraged way because of fallacies of behavioural finance, small size
of the economy and openness.

Policymakers and private investors should take into account humans faulty
behaviour and bounded rationality. These errors are well described by behavioural
finance. Policymakers and private investors should improve their analytical skills in
recognizing speculative bubbles and changing behaviour. Abandoning ignorance of
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asset price bubbles is prerequisite to more stable economic environment. The
government policy should be rather lean than clean afterwards type.
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Appendix 1. Occurence of S&P 500 index declines of at least 15% in 50 business
days.
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Appendix 2. Historical realized 30-day period annualized volatility of S&P 500
index. Author’s calculations.
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BASIC APPROACHES TO A LOCATION THEORY OF ONE PUBLIC
FIRM'

Xiao Feng, Peter Friedrich’
Tongji University, Tartu University

Abstract

Public firms are public economic units that take location decisions or are involved in
such decisions. There is a lack of location theories that consider this feature. The
literature on public facility location theory mainly concerns location of real capital
serving economic units. Attempts to formulate a public firm decision-making
oriented location theory are offered. Typical location factors of public firms relate to
the goals of public firms, their environment and the number of decision-makers
involved in the location decisions. A theory of the public firm is presented, that
enables to develop a theory of location for public firms. It is introduced to industrial
location theory and to location criteria based on investment rules. Its application in
relation to public firms achieving welfare or public objectives is also covered.
Interventions by the owner lead to more than one decision-maker and to principal
agent models. Public firms compete horizontally due to competition among the
public owners or public firms competing against each other. The authors mention
some results on location choices within the framework of our basic approach.

Keywords: location theory, public firm theory, industrial location theory,
competition among public firms, principal agent, trust of public firms

JEL Classification: D61, D73, HO, H11, H42, H70, D61,D73, LL32, N9, R14, R53
Introduction

Most of the interest in location theory concentrates on its relevance for the private
sector. Only a few approaches to location theory for the public sector are available.
There are some attempts to interpret public administrations as decision-making
economic units (see Friedrich, Feng 2007) and very few applications of location
theory for public firms. However, many approaches to determining optimal locations
exist for public facilities (Tietz 1968; Massam 1993; Drezner, Hamacher 2002).
They are often defined as installations and service units for firms and households.
Sometimes they are located to fulfil public goals, but they are normally not treated
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as decision-making economic units. Public firms, however, are decision-making
units by definition’.

A public firm shows some characteristics of a private firm, as public firms are
oriented towards sales and markets (Friedrich 1969; Rees 1976; Turvey 1971;
Thiemeyer 1975; Blankart 1980; Bos 1981; Piittner 1985; Eichhorn 1991; Friedrich
1992; 1992a). On the other hand, such firms are obliged to achieve public goals,
which are fixed by the public owner, a regulatory agency or the law, or which are
determined within the decision-making organs of the public enterprise.

The reasons for the lack of public firm location theory are twofold. The first is the
lack of a location theory for public firms, and the second is that a suitable theory of
the public firm that could be used to develop a specified theory of location for public
firms is also missing. In this article we look to improve this situation by elaborating
location theories for public firms and by referring to a theory of the public firm.

Therefore, we tackle the following questions:
e Which are the special location factors of public firms?
e How should we consider them in a theory of public firm?
e How can we apply and adapt traditional location theory to a public firm?
e What statements on the location of a public firm can be evolved?

In the second section we refer to important location factors. A simple model of a
theory of the public firm considering location factors is elaborated and initial
statements on optimal locations are put forth in the third section. The fourth section
deals with the application of traditional location theories, some applicable findings
from public facilities location theory and an adaptation of public firm investment
theory. Location models concerning political goals, multiple decision-makers and
principle agent relations between the public owner and the public firm are dealt with
in the fifth and sixth section. The seventh section is devoted to the location model of
a trust of public firms. The closing and concluding section points to some necessary
extensions.

* They belong to the group of public administrations, which are defined as economic units as
follows. A public administrative unit at least partly in public ownership tries to achieve
public goals by producing goods and services delivered to other economic units. It possesses a
long-term stock of production factors and its management should be competent in regard to
essential decisions concerning production and delivery. Public offices comprise legally
dependent institutions fully integrated into budget planning. A public firm is separated from
the owner’s budget planning (Eichhorn, Friedrich 1976, p. 52, p. 76) decision making and
managed partly autonomously. For public firms other expressions synonymously used are
public enterprises or public companies. Here the public firm is defined as above and is a public
decision making unit and organizational institutions. They can be federal, state or municipal
firms of public or private law or public firms or belong to public corporate bodies.
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1. Location Factors of Public Firms

Public firms are established, extended, resettled, contracted or closed. These changes
comprise location decisions* categorized as follows:

(1) Development-oriented location decisions stem from:

The growth of the market-oriented public sector in order to improve service
provision using the clients’ ability to pay to finance activities. Examples include
public highway-companies, railway companies, hospitals, public banks,
airports, seaports, inland waterways companies, domains and public farms,
wineries, public aircraft industries, public civil engineering, public trading
companies, municipal housing firms and business promotion agencies. This
growth can be due to economic development, settlement of private firms, public
offices, other public firms or population growth.

The growth of trusts related establishing new public firms such as firms for new
industrial plants, founding subsidiaries such as convention and fair companies
etc.

The development of new administrative functions, which lead to new public
firms such as magnetic trains, new media, toll collecting companies, new
companies for energy production and provision, research firms etc.

Founding public firms in the course of regional competition such as business
promotion agencies, public banks for venture capital etc.

(2) Location decisions in the course of public sector restructuring refer to:

The establishment of a public firm because of a change in ownership;

The establishment of mixed public firms;

The establishment of a mixed firm within the framework of public private
partnership;

The nationalization and municipalisation of private firms, and bailing out
private firms;

Trust building for public firms, and the concentration and decentralization of
public firms;

The reallocation of public firms because of changes in management concepts;
The reallocation following from technological changes;

The reallocation determined by a change in a public firm’s enterprise goals;
Territorial and functional reforms leading to establishing or closing down
institutions;

Spin offs from public offices for taxation, financial, organizational or other
reasons;

The privatization of public firms that may cause movements or closing down of
public firms;

* These decisions are mentioned in the literature on public firms cited above and in literature on
public management, public finance and public choice, territorial reforms, functional reforms
and public administration location.
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e New co-ordination between public authorities that may lead to public mixed
firms and associations;

e Changes in EU policies with respect to subsidisation and new competition
policies that may lead to closing down public firms and reintegration into the
public administration and government or to new public firms because of
separation and regulation strategies.

(3) Location decisions following political decisions include:

e Decisions involving the transformation of an economy from people-owned
(socialist) firms to public firms;

e The privatization of public firms;

e Political developments such as unification, integration of continental
economies, military alliances;

e The goal of public policies such as preserving factors of production,
environmental protection and development goals;

e Political goals to gain in votes, to strengthen the influence of parties over
special industries and regions;

e A reallocation because of economic or military warfare.

As public firms are separated from the public owner's budget planning, they behave
similar to private firms but their goals are public and they consider many specific
restrictions and regulations. Therefore, location theory results for public firms differ
from those for public administrations, public facilities and private firms. Public
firms are established, extended, resettled, contracted or closed. They show typical
location factors referring to:

(1) The characteristics of finance, delivery, production and procurement;

(2) The goals of the public firm;

(3) The economic, political and national environment of the public firm;

(4) The number of decision-makers.

Factor (1): Characteristics

Apart from those factors relevant for private firms, some factors are related to the
finance of public firms such as the provision of equity capital by the public owner,
grants and finance through sales under the conditions of public pricing. Production
is often similar to production in private firms; however, it may consider special
restrictions with respect to the equal treatment of customers, safety, production
techniques, access capacities and the compulsory participation of clients in
production. A production organization is sometimes governed by public law. The
quality and other characteristics of goods are often specified in statues and laws.
There are special rules for public procurement and auctions, and special payment
schemes for the staff.

Compulsory deliveries, specified market areas and market segmentations, and

delivery conditions as well as pricing rules are often specified in statues or laws.
Some public firms operate according to company forms of public law. With public
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firms there is extensive vertical co-ordination with the public owners and with
other tiers of government. Within the decision-making bodies of a public firm,
different governments may cooperate horizontally in the case of a public institution.
As public issues are important and some public firms are large, public authorities,
such as the EU, national, state and local governments, intervene through the public
firm.

Therefore, different forms of co-ordination exist, such as governmental decrees,
legal provisions, moral suasion of management, taxation, subsidisation, profit
transfer and loss compensation, pricing policies, financial arrangements etc.
Oligopolistic price and quality competition prevails horizontally in competition
among private and public firms. In vertical co-ordination, bilateral monopolistic
negotiations (e.g. between the firm's management and its public owner) or several
stage negotiations with different tiers of government exist. Public firms are often
involved in regional and political competition. On the other hand, many location
factors of private firms play a role as well.

Factor (2): The Goals of Public Firms

The goals of public firms are different from those of private firms. The aims are
related to social goals, the goals of the constitutional state organization and forms of
government, economic policy, public finance and budgeting, and political goals such
as vote maximization, adequate political staffing or specific political goals. Welfare
maximization is also considered to be one of the public firm's goals. Public
enterprises serve as instruments of public policy, outsourcing administrative
functions, and their aims are those of the firm's management, the public owner or
other public institutions. Furthermore, these goals are closely linked to the desired or
undesired effects of location choice. Especially if the goals express preferences for
the delivery of specified clients, such as goals concerning full coverage, minimum
distance access, or serving clients in assisted areas.

Factor (3): The Environment of Public Firms

This includes the spatial distribution of resources, clients, possible locations, sector
activities, party members, etc. It also involves the cultural conditions, legal system,
government structure, country size, landscape structure, environmental conditions
and all kinds of external effects. In addition, the traffic network or continuous planes
as location conditions play a role. Furthermore, location factors vary according to
the number of public firms.

Factor (4): The Number of Decision-Makers

One decision-maker exists if a decision-making council of a public firm has no
conflict resolution or there is only one decision-maker with the owner or with the
public firm. Commonly, there are several decision-makers. There are boards and
councils, which include decision-makers with different aims, taking decisions.
Moreover there might be the owner of the public firm on the one hand, and the
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managers of the public firm displaying different intentions, on the other. Political
decision-making bodies could be involved as well as the administrative units of the
owner. Then, because of the legal role of municipalities in urban planning or states
(provinces), national governments and the EU in regional planning, or because of
necessary conditioned grants or grant regulations of the EU, several players may be
involved in vertical competition influencing the location decision for the public
firm. These decision-makers may be partly involved in horizontal regional
competition. This means that other representatives of other regions, such as state or
provincial governments, play a role in location decision-making. Finally, the public
firm may have competitors in other regions or with respect to sales and procurement
markets.

I1. A model of a public firm

A simple model of a public firm serves as a basis for a theory of public firms and
allows us to integrate many of the location factors mentioned. The following simple
model of a public firm (Friedrich 1988; Friedrich 1992; Friedrich, Feng 2000) at a
given location comprises:
e The utility (goal) function U of the public firm's management showing
management utility depending on output X and labour input L.

1) U=UXL),aU/6X=U,,8U/éL=U,

e A restriction concerning the production function. There is one fixed factor A
and two variable factors of production L labour and C materials).

of /oL =f, >0 of/aC=f. >0
of /oL=f <0 of./oC=f. <0
of./oL=f., =f,.=of, /6C>0

) X=A-f(L,O),

e A demand function showing the dependency between the price P and volume
X of sold output.

3) P=P(X), 0P/0X=P'<0

e The costs function demonstrates fixed costs K, and two types of variable costs.
The factor price of labour is w and that of materials is i.

4) K=K, +w-L+i-C

e A restriction, which equates turnover to costs, is introduced. We assume self-
financing of the public firm.
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6 PX)-X=K,+w-L+i-C

e The maximization of the utility of management under the restrictions mentioned
leads to the following LaGrange formulation:

©  A=UX,L)+% (P-X-K, —w-L—i-C). while
X=A-f(L,C)

e The following first order conditions of maximization

! a—A:P(X)-X—KA—w-L—i-C:O,
o
A ~ 1 .
a—:UL+UX.A.fL+x.[P.(1——).A.fL—w]=o
JL & , while
a—A=U'X.A.f;+x.[P.(1—1).A.f;—i]=o
oC €
_ P/X
Pl

yield to two optimality conditions. One concerns the equivalence of the relation of
marginal utilities of marginal factor inputs to the proportion of respective marginal
profits, and the other condition refers to the cost coverage of turnover.

U, +Uy-A-f, w-P-(I—g")-A-f,

® . . ;
U, -A-f, i—-P-(1-¢7")-A-f,
© PZKA+W-L+1-C
X

According to the utility functions, different cost curves result. An output
maximizing public firm shows curves of minimal costs. If output and labour are
evaluated positively, then a curve of higher costs results. If only labour has a
positive weight, the cost curve is more unfavourable, and if management needs
labour compensation in the case of higher production, the cost curve is even higher.
In the first three cases, the resulting output is higher than with profit maximization.

The restriction may also refer to a given desired profit requiring a given difference

between turnover and costs. The results do not change fundamentally. The result of
the model is shown graphically in Figure 1.
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V Capital input C
Figure 1. Theory of the public firm (Dehne, Friedrich, Nam 2009).

The second quadrant demonstrates the sales conditions of the public firm. For each
volume of sale there follows turnover and the financial revenues that are used to
cover the costs. After deducting fixed costs K4, a financial amount is available to
finance variable costs. The so-called output-labour curve illustrates all output-labour
combinations that can be financed. However, for each sales volume, there is only
one corresponding production volume X; therefore, only two points on the output-
labour curve shown in the second quadrant are relevant. One production is material-
intensive and the other is labour-intensive. For alternative turnovers, the
corresponding production volumes result in a set of output-labour curves and a set of
relevant material-intensive and labour-intensive points. Their connection leads to a
potential labour-output curve indicated as a thick curve in this quadrant. By
introducing a set of indifference curves that correspond to the management utility
function (1), the highest indifference curve the management can achieve touches the
potential output-labour curve at point F. This determines optimal production A,
optimal price B and optimal turnover D. Moreover, there is a path of points of
tangency between alternative potential output-labour curves, which correspond to
the alternative demand curves for the public firms. These are related to the cost
curves mentioned above.

If the management utility function depends on output only, the management
maximizes output (II) and the cost minimal cost function results. Utility functions
depending on output and labour (I) lead to paths more to the right of the cost
minimal path in the right hand quadrant. If the public firm is going to maximize
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labour input (III), then a path results which connects points of tangency near the
respective maximal turnover volumes.

If the utility function (1) depends on profit and the restriction (2) is not binding and
just a profit definition, then we end up with a maximum profit (IV) solution along
the cost minimal path. In rare cases the public firm owner tries to use its public firm
to raise revenues (Friedrich 1998; Friedrich, Feng 2002). The respective solution
leads to a higher price and a smaller output as in former solutions. A utility function
depending on profit and labour (V) results in a solution between the profit
maximal and the labour maximal price. Output and fee solutions are illustrated in
Figure 1 and Figure 2.

Output X
A

Type 1 U=U(X,L)

Indifference curves
Type I U=U(X) of utility U

output-labour curve Type 111
U=U(L)
»
Ll
Labour input L
Output X
Curve of minimal A

Profit

Type IV

Indifference

v curves of Utility

Labour input L 1:1* | Type V
Ly

Figure 2. Solutions according to types of management (Friedrich 1998).

The model introduced above is also useful if there is another decision-maker at a
higher level (e.g. the owner government), who has a utility preference (preference)
function concerning the output and the financial means. In a first attempt, we
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consider the owner government as a very powerful principal, e.g. the management
of the public firm may need additional financial means from the owner, the legal
form of the public firm guarantees the high competences of the owner government,
the municipality’s rights for urban planning, etc. So the principal is able to
command the management of the public firm serving the principal as a dependent
agent. However, it should not totally loose the cooperation of the public firm’s
management, for this management is needed to realize the location choice.
Therefore, the public management of the firm has to receive a minimum utility to
guarantee their willingness to perform.

This approach was applied to determine actions of municipal competition through
municipal firms (Friedrich, Feng 2000). The utility function of the public firm is
again dependent on output and labour. But now a profit F is allowed, which is
transferred to the municipality. The utility function of the municipality shows the
utility depending on the output of the firm and on the profit transfer. Moreover,
minimum utilities are introduced for both players. For a given demand function and
a production function there are combinations of pareto-optimal profit and output out,
for which, a solution has to be chosen. These combinations lead to combinations of
utilities, forming a utility frontier. The best solution in favour of the powerful
principal is where the principal receives its maximum utility and the public firm
achieves minimum utility.

However, the principal might not be as powerful for various reasons, such as the
existence of dependencies of the local economy on the services and goods of the
municipal firm in terms of electricity, transportation, water supply, tourism and
culture and so on, or the knowledge and skills of the management of the public firm,
a favourable relation of the management of the public firm to the management of a
municipal savings bank or mutual political support. Then the players have to
negotiate a solution including a combination of utilities and of output and profits.

IIIL. Industrial location theory for a public firm with one decision-maker

We extend the basic model of the public firm by considering locations and applying
a Weber approach (Launhardt 1882; Weber 1909; Palander 1935; Moses, 1958;
Dredzner, Klamroth, Schobel, Wesolowsky 2002, Mc Cann 2002; Mc. Cann,
Sheppard 2003; Eiselt, Sandblom 2004) to determine the location of a newly
established public firm. Points of delivery as well as deposits of factor supply are
given and an ideal traffic system exists’. We consider location dependent and
distance dependent on the cost of supply and delivery. Therefore, variable costs are
influenced by the choice of location. Now we end up with three optimality
conditions. One expresses that the proportion of the marginal utility changes caused
by the factor changes must equal the change in marginal profits due to variations.
The second concerns the equality of price and average costs. The third requires that
marginal transportation costs must be the same in either direction. If fixed costs are
location dependent as well, total marginal location-dependent costs must be the

° Distances are not through traffic networks but the shortest way in the Pythagorean sense.
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same in either direction. It is also possible that the production function is location
dependent. Then the first condition still holds; however, the third condition varies.
The proportion of marginal utility in either direction caused by respective
movements equals the proportion of marginal profits resulting from these
movements. Other typical location factors of public firms, such as external costs,
agglomeration effects and so on, can be introduced through restrictions varying the
optimality conditions for location (for public administrations see Friedrich (1976,
pp-150). Only in the case of output maximization are locations selected as cost
minimal.

As in cost minimization in transportation networks (Hakami 1964; Giilicher 1965;
Beckmann 1999; Marianow, Serra 2002), public firms have to be located in nodes of
the network as long as the points of delivery or factor supply are in the nodes and
the transportation costs are linear.

More seldom than with the location of public administrative units or with public
facilities, several locations have to be determined simultaneously. When
introducing the extension of the market area, a Losch market area results, based on
the assumption of zero profit and the cost curve determined above. This area
increases with higher fixed costs as well as a population increase, and decreases with
more labour-intensive costly production, as well as higher transportation costs. For
this optimal sales district, approximately expressed by a hexagon, a system of public
firms can be traced and their locations and number determined. The central place
theories from Christaller, Losch and other types can be applied (Christaller 1933;
Losch 1944; Bos 1965; Tinbergen 1968; Beckmann 1999; Parr 2002).

As the functions of the model introduced above normally lead to non-linear
solutions, operations research methodologies to account for optimal locations are
not so easily applied. Warehouse problems, covering® problems, assignment
problems (Beckmann 1999; Drezner, Hamacher 2002; Marianow, Serra 2002) must
be solved by non-linear programming methods or interpreted by referring to Kuhn-
Tucker conditions.

Optimal locations can be found via the application of investment rules (Friedrich
1969), if discrete locations are available. For each location the model above can be
solved. In Figure 3, different sizes of a charging public firm are shown, and the
resulting cost curve and turnover curve are depicted. Because of a positive
evaluation of output (output maximization or output and labour dependent utility
maximization as above), the intersection of turnover and the cost curve turns out to
be a solution that determines output and price. For a given management utility
function the best solution is always to the right; that is, the solution that allows for
the higher output. The point and the respective output where the location oriented
cost curves cross is called the critical output.

® E.g. locating a facility to serve costumer demand for a pre-specified period.
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Figure 3. Fees corresponding to different sizes of public firm (Compiled by the
authors).

From this we can derive the following rules for the optimal location of a public
firm:

o if the critical output can be sold at a profit, that location is the best

o if the relevant cost curves show smaller marginal costs than at other locations
(c.f. Figure 3).

e if the critical output, which is smaller than that at maximal turnover cannot be
sold at a profit, the location with the lower marginal costs is the best one (c.f.
figure 4, left).

e if the critical output, which is larger than that at maximal turnover cannot be
sold at a profit, the location with the highest marginal costs turns out to be the
best one (c.f. Figure 4, right).

Turn()\‘/fr PX Turnover P-X
Cost 2 A
Sales Sales
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! Costs 1
! |
h 1
h 1
! |
! 1
H i
| |
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Figure 4. Different fees according to different critical outputs (Compiled by the
authors).

This solution can also be applied, if an absolute profit has to be achieved. The cost

curves get marked up according to the profits and the rules apply to the resulting
curves.
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To determine rules for selecting the best locations one can refer to models
concerning the accumulation and growth of capital (Friedrich 1969, pp. 251;
Friedrich 1976, pp. 251). Each location is interpreted as a capital stock assigned to
maximize the management utility function above. Without a special restriction on
the investment finance the following simple rule results. Capital should be
accumulated at the locations until the marginal gain in utility through investment is
as high as the marginal utility loss caused by additional payments of interests. If a
special budget restriction for investments prevails in a period, the accumulation has
to take place until the proportion of marginal net utility changes at two locations
equal the proportion of the acquisition costs multiplied by marginal profit at the
respective locations.

In the case of a principal agent relation for each location a Nash solution might
result. By ordering the locations according to the utility combinations, a frontier of
pareto-optimal distributions may result. Out of them a second round Nash solution
might result, or the best Nash solution is determined using an additional welfare
function concerning the two parties.

IV. Welfare and political goals with one decision-maker

The goal function of the decision-maker must not refer solely to the utility of the
management of the public firm. The goals of publicfirms or the aim of localization
are also of public interest. Therefore, economists tend to assume that the public
decision-maker wants to maximize social welfare.

Welfare can be expressed by a welfare function, a net-benefit formula, a utility
function as part of a utility analysis, or a vote function (e.g. majority voting). Single
goal realization, such as output maximization (Friedrich 1976), employment
increase, turnover or fiscal revenues maximization (Thiemeyer 1975) or the
realization of fair or predetermined rates of return (within the framework of
commercial rules (Shepherd 1965; Friedrich 1976; Friedrich 1978)), marginal-cost
price solutions (Oort 1961; Losenbeck 1963; Nelson 1964; Thiemeyer 1964;
Thiemeyer 1970, Krelle 1976; Bos 1981), peak-load-pricing (Turvey 1971; Biitz
1979; Blankart 1980; Bos 1981; Wirl 1991) or péage solutions (Allais 1984; Hutter
1950; Boiteux 1951) might also serve the evaluation of locations. When just a few
alternative locations exist, the net- benefit of investment at the various places has
to be calculated to determine the optimum net-benefit location when realizing
marginal-cost-price, peak-load-price and péage solutions. The application of
commercial rules sometimes needs additional criteria to determine the optimum site.
If two locations show the same desired rate of return, the profits may turn out
different. Therefore, that with the higher profit or higher output might be preferable.

Components of these goal formulations may be distance dependent, distance
independent and location dependent. The models mentioned above for numerous
locations on a plane can be applied as well. The optimal location of a public firm, as
a result, requires that distance dependent marginal social welfare, marginal net-
benefit or marginal utility (in the sense of one goal or a utility analysis) be equal in

63



each direction. The same is true for voters. If location-dependent items like location-
dependent production functions, location-dependent demand functions and location-
dependent factor prices occur, the conditions for optimal production must be
considered. The relationship between marginal welfare increases or marginal net-
benefits, marginal vote increases and marginal goal changes caused by marginal
factor inputs must equal the relationship between marginal profits.

Approaches applied in public facilities location theory (Massam 1993) to locate near
clients (or voters), to minimize total average distance to clients (or voters), or
minimizing the distance to the most remote client (or voter) known as Rawls
solution can also be used.

V. Location theory for a public firm in the case of principal-agent-relations —
more decision-makers competing vertically

The principal agent relation introduced above can also be useful in another instance.
Another decision-maker exists at a higher level (e.g. the owner government) with a
utility preference (preference) function concerning the location. In a first attempt we
consider the owner government as very powerful principal.

A new utility function of the principal is introduced and the former utility function
(1) of the management equals a minimum level; therefore, for some locations the
management must be compensated by allowing for higher output and labour input.
Because of the minimum utility guaranteed to the agent, the principal has to cope
with a reduction of his potential utility with each possible location. The best
location is where the net utility of the principal achieves its maximum. There the
marginal utility of the principal equals the marginal utility loss of the principal
caused by the requirements of the minimum utility of the agent.

Another approach that is also linked to a powerful principal was applied to
determine actions of municipal competition through municipal firms (Friedrich,
Feng 2000). The utility function of the public firm is again dependent on output and
labour. But now profit F is allowed, which is transferred to the municipality. The
utility function of the municipality shows utility depending on the output of the firm
and on the profit transfer. In addition, the profit transfer demanded from the
municipality is location dependent; if the management agrees to a location highly
preferred by the municipality, then the city government achieves a higher utility.
Moreover, minimum utilities are introduced for both players. For a fixed location
and a non-location-dependent production function there are combinations of profit
and output from which a solution has to be chosen. These combinations lead to
combinations of utilities forming a utility frontier. A Nash solution can be
determined. If there are several locations, different utility frontiers result. The
minimum utilities also move. The point where the frontier touches the highest
indexed Nash indifference curve yields the optimal solution.

However, for various reasons mentioned above the principal might not be so
powerful. If both utility functions are location dependent and the municipality
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prefers locations enabling higher F and the public firm locations enabling higher
output, then for each location a Nash solution results and a combination of utilities
and also of output and profits. However, there is a sequence of such solutions
depending on the location, which again forms a utility frontier. A Nash solution can
be derived from these to provide the optimal location of the public firm.

Normally, there are not many locations available for public firms. This could be
considered according to alternative evaluation parameters in the models above. The
results in such cases are not changed fundamentally.

However, in this situation the game is reduced to a one-shot game. This may be
demonstrated through a payoff matrix. The utility mentioned could be used, and one
solution would be to find a location nearest to a Nash solution.

There are other options as well if the utilities are expressed using indicators such as
profits, output or labour. According to the characteristics of the game, solutions
correspond to equilibrium points, absolute equilibrium points, solutions in dominant
strategies, or very occasionally, in minimax strategies if the owners and the
managers have to agree on a location. The strategies used might be locations on the
side of the owners and the sizes of the firm as well as activity volumes according to
the management of the public firm; such models are developed for location choices
concerning the location of public administrative units (Friedrich 1976).

Further models may refer, on the part of the principal, to political goals, such as
winning votes or maximizing votes. There is also a little-known model by Sam
Pelzman (1971; 1976), which was extended by Ziemes (1992), where the principal
is interested in vote maximization and the public firm in profit maximization.
However, this model concerns price policies and comprises price fixing in two
markets referring to different voters. In this paper, we adapt this model to the
location issue. Although profit maximization is restricted for public firms (Friedrich
1969; Piittner 1985; Detig 2004), some public firms especially in the industrial
sector try to achieve profit goals. We analyse one public firm that sells on
monopolistic markets (Dehne, Friedrich, Nam 2009). The profit of the public firm
increases with price reductions until a profit maximum is achieved and decreases if
price cuts follow. This is demonstrated in Figure 5 by curves G1 and G2 referring to
profit. Indifference curves that reflect price combinations are also derived. Curve P
shows all price combinations that yield the same profit.

Voters dislike high prices from public firms. Therefore, in Figure 6, curves Al and

A2 result with respect to votes. For votes, curve V is delineated to show all price
combinations on both markets leading to the same amount of votes.
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Figure 5. Profit indifference curves (Dehne, Friedrich, Nam 2009).
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Points of tangency between curves V and P in Figure 7 show the path of the
pareto-optimal combination of prices ZM for the principal (politically interested
owner) and the agent that gives maximal profit for the given votes or maximal votes
for the given profit.

The respective combinations of utilities are shown in Figure 8, where the votes are
depicted vertically and the profits horizontally. If a very powerful principal (owner)
is assumed, he determines a low profit (eventually zero) and maximum votes at
point Z. If the agent is overwhelmingly powerful, he asks for maximum profit at
point M leaving the principal with the resulting votes. We can introduce a minimum
profit in order to ensure the activities of the public firms or minimum votes for the
principal necessary to avoid privatization, and so on. Again, a Nash solution can be
achieved at point N. In this case the political influence of the owner leads to
relatively low prices.
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»

a
Figure 7. Pareto-optimal path of fees (Dehne, Friedrich, Nam 2009).
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Figure 8. Nash solution for prices for one and two locations (Compiled by the
authors).

This was a pricing solution, analogous to Pelzman, that may prevail at one location.
Voting behaviour or profits may be different at other locations, then for each
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subsequent location a different pricing solution results. According to different ZW
curves different N points result if the minimum conditions are the same. That N
point is the best when it is situated on a higher Nash indifference curve (c.f. Figure 8
point NII in the left graph). The location is best when the Nash product is the
highest. To consider fixed costs, P curves can be re-indexed by deducing fixed costs.
Therefore, the ZW curve is more to the left in Figure 2. Points NI and NII change;
however, the statements elaborated are still valid.

We can also combine the extended Pelzman approach with our model. Then the
G curves are utility curves for the management of the public firm (c.f. Figure 9) with
a given location. Formally the solutions are the same, instead of profits the
management utility is used (c.f. Figure 9). According to Figure 8, the solution with
the utility curve with the highest N is chosen.

Output XA  Frontier of production possibility:
output-labour curve

Price—demand function P(X)

Indifference curves
""" of utility U(X,L)
Untax

Price P < » Labour input L
Utility UA

Ubay

p Price P

Pl P P2
Figure 9. Utility curve of management (Compiled by the authors).

Conclusions

The discussion showed that public firms are public economic units that have to
make many location decisions or are involved in such decisions. There is a lack of
location theories that consider this feature. The literature on public facility location
theory mainly concerns investment decisions for infrastructure projects that involve
instalments and real capital serving economic units.

68



We categorized and identified the location factors of public firms. There are
numerous occasions in the course of the individual development of public firms
when the location decisions of public firms are linked to developments resulting
from public sector restructuring and political changes. Therefore, there are many
specific location factors, which get allocated to the delivery, production,
procurement and financial spheres and types of coordination public firms are
involved in. Typical location factors are related to the goals of public firms. As the
firms are embedded in their environment and many of their goals refer to this
environment — a group of location factors refer to the economic, traffic and natural
environment. In recent developments, location decisions differ according to the
number of decision-makers involved in the location decisions.

As location decisions are related to general decision-making in public firms, a
theory of the public firm is necessary, and therefore presented, that enables us to
develop a theory of location for public firms, which is depicted initially to cover
costs, but can be also applied if the owner wants to achieve a specified profit. This
public firm model is the basis for subsequent approaches to public firm location
theory.

The model is introduced to industrial location theory and provides the conditions
for the optimal location of one public firm. The relationships between the model and
traditional location theories are mentioned. Location criteria based on investment
rules are directly linked to the model and the resulting cost functions, albeit using
locations connected to different production processes. The application of the basic
model in relation to public firms achieving welfare or public objectives in the case
of one decision-maker is also covered.

As the public firm is related to the public owner through organs of the public firm,
such as the assembly of owners, supervisory boards and so on, essential questions,
such as location choices, are also influenced by the owner. Therefore, there is more
than one decision-maker and vertical coordination prevails. This leads to principal
agent models, where the principal might be very powerful and the public firm as an
agent can only accept or reject location proposals, or if the firm is more powerful,
the public owner has to negotiate a solution with the firm’s management. The model
can be used for such situations as well. How the political model by Pelzman (1971,
1976) can be extended to function as a location model by applying the basic model
is also indicated.
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WHY REORGANIZATION OF FIRMS FAILS: EVIDENCE FROM
ESTONIA

Oliver Lukason, Artjom Urbanik'
University of Tartu

Abstract

Although most countries have firm reorganization option in legislation (either as a
separate law or part of insolvency code), the practice of successful reorganizations
has remained modest. Reorganization law was introduced in Estonia in late 2008,
but only a few firms have been successfully reorganized since. Derived from
previous the article studies, what are the reasons for firm reorganization failure.
From legal viewpoint, main causes are found to be that firms under reorganization
do not submit reorganization plans to court and the preconditions for reorganization
lapse. The financial ratios for successful and unsuccessful reorganizations are not
significantly different according to independent samples median test. Unsuccessfully
reorganized firms perform worse than successful ones in the year before
reorganization year, but the opposite phenomenon occurs two and three years before
reorganization year.

Keywords: firm reorganization, firm failure, reorganization law
JEL Classification: G33, G34, K22
Introduction

In majority of world countries, firm reorganization option, either through a separate
law or integrated into insolvency code, is available in legal system. In 2000s,
especially during the years characterized by thorough crisis, the necessity of having
efficient legal procedures to overcome difficulties became increasingly important in
business environment. One of the key challenges of economic policy and regulations
created to achieve its objectives is to guarantee that productive and competitive
firms should remain functioning, at the same time cleaning market quickly and
efficiently of failed firms. Still, the problem exists that insolvency legislation can
delay the movement of resources towards uses maximizing their value (White 1989).
The importance of the issue has also been outlined in the European Union level as
insolvency resolution systems of several member states have been rather inefficient
(see e.g. Bankruptcy ... 2002). Despite the introduction or improvement of
reorganization procedures in various countries, majority of firms where
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reorganization was started, still become bankrupt (see e.g. Couwenberg 2001),
bringing to the question why such phenomenon occurs.

The practice of successful reorganisations in Estonia has been modest compared to
petitions filed. According to court statistics (I ja IT astme ... 2010) during year 2009
there were 93 reorganization petitions submitted to county courts in Estonia
(compared to 1562 bankruptcy petitions), but only 6 of them resulted in the approval
of reorganization plan, but this of course does not guarantee the successful
implementation of approved plans during the reorganization process. One possible
reason can be that problems have developed too far for firm and the reorganization
process should have been started much earlier.

Derived from previous, the objective of current article is to find out the reasons why
reorganization has failed on the example of Estonian firms. The objective will be
achieved in two different domains. Firstly, the reorganization failure reasons will be
brought out using the classification given in legislation. Secondly, financial
indicators of successfully reorganized firms will be compared with those of
unsuccessful reorganizations, to find out whether given two groups of firms differ.
The article is structured in a classical way. After the introductory part, a short
overview of most important results from previous studies focusing on reorganization
will be outlined. This is followed by the description of Estonian reorganization law,
mainly focusing on the possibilities set in law how the reorganization can become
unsuccessful. Given section is followed by the empirical analysis in two domains
mentioned under the objective of article. The article ends with conclusive remarks
and implications.

1. Previous research about failed firm reorganization

Firm reorganization has received a lot of attention in research of past years, various
facets of it being studied. Studies have shown high variance in both, the share of
firms applying for reorganization procedure and the positive outcomes from that (see
e.g. Couwenberg 2001). United States is often characterized by more positive
reorganization outcomes when compared with other countries (Couwenberg 2001,
Brouwer 2006). Still, results are highly dependent of datasets used and different
periods of economic activity can show highly diverging results also. In addition, it is
important to follow whether successful reorganization is considered to be the
approval of reorganization plan by creditors, successful implementation of given
plan or final survival of firm after the plan has been carried out.

In most general terms more (successful) reorganizations in the United States could
be connected to the debtor friendliness of insolvency legislation, when at the same
time (Continental-) European systems are considered to favor more creditor (see e.g.
Franks et al. 1996, Lopez Gutierrez et al. 2011). Claessens and Klapper (2005)
found on the example of 35 countries that higher judicial efficiency leads to
increased use of bankruptcy, but stronger creditor rights in turn decrease the use of
that. Still, as studies by Kaiser (1996), Davydenko and Franks (2008), Djankov et al.
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(2008), Wang (2012) show, the evidence on the specific impact of legal environment
on the aplication and outcomes of reorganization still remains mixed.

When coming to firm specific factors, failed reorganization is often connected with
failed turnaround (Chowdhury 2002, Sheppard and Chowdhury 2005). Failed
reorganizations are linked to wrong timing of turnaround and wrong turnaround
activities to overcome problems, namely firms tend to start reorganization at a too
late stage and deal more with operational problems rather than initiating strategic
reorientation (Chowdhury 2002, Sudarsanam and Lai 2001, Barker III and Duhaime
1997).

Several studies also consider the suitability of firms for reorganization and also the
success of reorganization based on past financial ratios. Laitinen (2011) showed that
most firms under reorganization are not viable. Also, evidence has been provided
that financial ratios might not be good discriminators of successful and failed
reorganizations (Poston et al. 1994, Laitinen 2009). Unsuccessful reorganizations
can be connected with different financial patterns, as it has been shown that firms go
through different failure processes (Laitinen 1991, Lukason 2012). Still, at least
some financial indicators are very poor in case of unsuccessfully reorganized firms
(Karkinen 2010).

In Estonia no academic research was found about the causes of firm reorganization
failure, although an applied study composed in the Supreme Court of Estonia by
Vutt (2011) outlines some reasons of reorganization failure. The roots of the causes
of unsuccessful reorganizations could also be derived from Lukason (2010) applied
study focusing on all Estonian bankruptcies in 2000s, where it was concluded that
most firms are in very poor financial health before bankruptcy is declared.

2. Estonian reorganization law

The Estonian Reorganization Law (afterwards ERL) entered into force in 26.
December 2008, about 14 years later than the Estonian Bankruptcy Act (afterwards
EBA). The law has been changed at two points of time, namely the amendments
have entered into force in 22. January 2010 and 1. June 2012. Still, named changes
have altered only one section of a paragraph describing the scope of application of
the law, so for a private or public limited firm being governed by the Estonian
Business Code (afterwards EBC) no changes have occurred since the first wording
of law. Before 26. December 2008 reorganization was possible under EBA, but its
practice was almost nonexistent.

As current article focuses on unsuccessful reorganization, the following description
of law emphasizes the options in case of which reorganization of firm can fail.
Reorganization process is governed by county court by appointing at least one
reorganization advisor. Initially, court might decide not to open reorganization
proceedings at all. This can in turn be the results of various reasons. Firstly, the
reorganization petition must meet the requirements set in different laws. Secondly, it
must be motivated that firm’s insolvency in the future is likely, it needs
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reorganization and the sustainable management of firm is possible in the future
(ERL §8). Given principles in ERL §8 clearly indicate that a firm which is already
permanently insolvent or will become one no matter of the activities taken to restore
its vitality, is not suitable for reorganization procedure.

When reorganization proceedings have been started, then ERL §38 gives that they
can come to an end in case of premature termination, revocation of reorganization
plan, premature completion of reorganization plan or when the reorganization plan
completion date is exceeded. Out of those four general possibilities only one (i.e.
premature completion of reorganization plan) symbolizes successful reorganization
and all other point to some type of failure. Followingly, the options under given
failure categories will be considered in more detail.

ERL §39(2) gives 10 different options in case of which premature termination of
reorganization can occur. They are:

1. When entrepreneur violates cooperation obligation (ERL §14), i.e. firm’s
management does not provide necessary help and information for
reorganization proceedings. (i.e. §39(2)((1)))

2. When entrepreneur does not pay funds set by court and meant to finance
reorganization advisor(s) and experts to court deposit (ERL §18 and §30). (i.e.
§392)((2))

3. When reorganization plan is not approved by creditors (ERL §28). (i.e.
§392)((3))

4. When the application for the approval of reorganization plan unapproved by
creditors is not satisfied (ERL §30). (i.e. §39(2)((4)))

5. When the reorganization plan unapproved by creditors is not approved (ERL
§37). (i-e. §39(2)((5)))

6. When entrepreneur itself applies it (ERL §40). (i.e. §39(2)((6)))

7. When the preconditions to start reorganization proceedings lapse (ERL §40).
(i.e. §39)((7))

8. When firm’s property is squandered or the interests of creditors are damaged
(ERL §41). (i.e. §39(2)((8)))

9. When reorganization plan is not submitted for the date set by court (ERL §42).
(i.e. §39(2)(9))

10. When the claim is not clear (ERL §43). (i.e. §39(2)((10)))

Previous list described situations when reorganization proceedings have been
started, but the process does not come to the point where entrepreneur can start
acting according to approved plan. Reorganization can fail also after the approval of
reorganization plan, namely there are seven different possibilities (ERL §51(1)):
1. When entrepreneur will be convicted of bankruptcy or execution proceeding
crime. (i.e. §51(1)((1)))
2. When entrepreneur does not fulfill obligations set in reorganization plan to a
significant extent. (i.e. §51(1)((2)))
3. When after at least half of the reorganization plan implementation time has
passed and it becomes clear that entrepreneur is not able fulfill obligations set
in reorganization plan. (i.e. §51(1)((3)))
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4. When reorganization advisor presents an application that it has not been paid
its fee. (i.e. §51(1)((4)))

5. When reorganization advisor presents an application that it is not provided help
during supervisory actions or is not given information needed by the
entrepreneur. (i.e. §51(1)((5)))

6. When entrepreneur applies for it. (i.e. §51(1)((6)))

7. When bankruptcy of entrepreneur is declared. (i.e. §51(1)((7)))

3. Empirical analysis of failed firm reorganizations
3.1. Data and methods for analysis

Two types of data are needed for current analysis. Firstly, reorganization failure
reasons are given in court judgments and therefore judgments concerning
reorganization cases must be downloaded from court databases. As authors do not
have a list of reorganization cases and therefore different keywords have to be used
when searching the database of court judgments (i.e. KIS)%. As several proceedings
have not ended, many court judgments are not publicly available and search using
different keywords might not be with highest efficiency, authors could download 78
court judgments about reorganization proceedings in spring 2012 from KIS.

e 3

reorganization proceedings not started

premature termination of reorganization proceedings
termination because reorganization plan was not approved
revocation of approved reorganization plan

approved reorganization plan

6%
10% 26%

28%

n

- J

Figure 1. Cases (n=78) for analysis and their shares (compiled by authors).

30%

Figure 1 outlines the cases available for analysis. Out of 78 court judgments, in case
of 58 reorganization process was started and for 20 it was not due to different
reasons. The 58 cases in turn include only 5 firms in case of which reorganization
was successful, i.e. when data is collected the firms still follow the approved plans.
Still, it does not guarantee that at some point in the future some of them fail to meet
the plan and bankruptcy option becomes topical. It can be seen that for 53 cases the

2 KIS, i.e. Kohtute infosiisteem — Data system of courts.
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reorganization proceedings were terminated because of three reasons: premature
termination of reorganization proceedings (23 cases), termination because of the
non-approval of reorganization plan (22 cases) and revocation of approved
reorganization plan (8 cases). The analysis in chapter 3.2 and 3.3 will apply 58 cases
outlined previously, as the cases where proceedings were not opened are mostly
firms that are already permanently insolvent.

The industries of given firms vary, as the most represented are construction and real
estate activities (18 cases for both), followed by manufacturing (9 cases) and sales (8
cases). The remaining 25 cases are mixed over various other industries not
mentioned earlier. The empirical study with cases is qualitative, namely the legal
reasons of reorganization failure will be extracted by reading through all the cases
available for analysis. Although it would be interesting to know the underlying
causes in some cases, e.g. why firms failed to follow approved reorganization plan,
then such information is normally not given in court judgments (at least partially
because ERA does not require it) and it would demand additional interviews with
stakeholders (reorganization advisor and firm’s management). Figure 2 shows failed
reorganization cases by the time which it takes for the negative event to happen. The
results have been generalized, using mainly the terms set by law, and no specific
durations have been calculated using the court judgments.
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Figure 2. Failure of 73 reorganizations with time till the event (compiled by
authors).

The other set of information includes financial data of given firms. For those
purposes firms’ register codes had to be extracted based on the information in
judgments, which in some cases was challenging as the code was not disclosed (but
still based on other information in judgment it could finally be disclosed). When the
identities of firms were known, pre-reorganization financial data was obtained from
Estonian Commercial Register (ECR). The financial data was used to calculate pre-
reorganization financial ratios reflecting three different financial domains: solvency,
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profitability and capital structure. The ratios describing those three domains were
selected based on literature and they are in full and abbreviated form listed in Table
1. Financial variables will be calculated for three years, namely to represent the
financial situation in the year before reorganization year, but also two and three
years before reorganization year. To denote ratios of specific years, subscripts 7, 2, 3
will be applied to represent given years in the sequence outlined previously. On the
same principle the number of workers will be presented (noted as workers).

Table 1. Financial variables in analysis.

Domain Variables
. CA
, l.e.—
cL
Cash ie
Solvency Current liabilities® """ CL
R . Net income ie
Profitability Netsales * " §
. Total liabilities . L
Capital structure Totalassets * "o 4

Source: compiled by authors.

For statistical analysis purposes the studied 58 cases will be classified in two
different ways. Classification 1 divides the dataset in two — cases where
reorganization was successful (i.e. reorganization plan was accepted, 12 cases, noted
as Group 1) and where it was not (46 cases, noted as Group 2), without considering
the fact what happened after reorganization plan approval. Classification 2 divides
the dataset also in two — firms that finally survived (5 cases, which are all active
firms on 1.02.2013, noted as Group 1) and all others (i.e. finally failed firms, 53
cases, noted as Group 2). So given classifications represent two different aspects, i.e.
successful reorganization and final survival of firms under reorganization. For the
comparison of groups created using two given classifications, independent samples
median test (ISMT) will be used. The ISMT views, whether there is at least one
sample among k samples, that has different median than others (i.e. Hy: 6y = O, =
O, = ... = O H;: the median of at least one population is different). H; will be
accepted when asymptotic significance of the test is < 0.05 and significance will be
denoted in following tables as “Sig.”. A limitation of conducting the test is that for
Classification 2 one group includes very small number of cases (n=5), which might
impact the test statistic.

3.2. Failure reasons from court judgments

Figure 3 shows the specific reasons why the started reorganization procedure came
to an end without successful reorganization of a firm. It can be seen, that endings are
dominated by two highly represented reasons (§39(2)((7)) and §39(2)((9))) which
mean that precondition for reorganization lapses (i.e. entrepreneur presents
application to end the proceeding or firm has become permanently insolvent) or
entrepreneurs do not submit reorganization plan to court. Although in some cases
the time for plan composition might be too short for entrepreneurs, this does not
prevent them from submitting all documents that have been composed so far. So the
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majority of cases (i.e. 28 from 53) already point to the fact that firms are not suitable
for reorganization due to poor financial situation or inability to provide a plan that
would show how the firm would remain vital. All other reasons presented can be
divided to two groups by representation: causes with average representation (6
different causes having representation of 3-4 times each) and causes with very low,
if not to say incidental representation (3 different causes having representation of 1
time each).

-

ERL § SL(D((7))
ERL § S1(1)((6))
ERL § SI(1)((5))
ERL § 39(2)((10))
ERL § 39(2)((9))
ERL § 392)(7))
ERL § 39(2)((6))
ERL § 39(2)((5))
ERL § 39(2)((4))
ERL § 39(2)((3))
ERL § 39(2)((2))
o
Figure 3. Specific reasons of reorganization proceedings termination for 53 firms
using causes given in Chapter 2 of the article (compiled by authors).

~

17
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The results closely follow which has been noted in literature given in Chapter 1 of
the article, namely reorganization failure can be attributed to the cause that firms are
just not suitable for reorganization, i.e. they are already insolvent or unable to prove
how they can remain vital in the future.

3.3. Financial characteristics

Table 2 shows median values of financial variables within groups for two
classifications and in the whole dataset. In addition, for both classifications ISMT
significance values have been brought out when medians of two groups inside each
classification are compared. All ISMT values are insignificant, so the hypothesis of
different median values of the financial ratios is rejected in case of all variables for
both classifications. It must be noted, that as in case of many variables the number
of observations in Group 1 for both classifications becomes very small due to
missing cases’, then ISMT test applying Yates’ correction becomes not significant at
0.05 level. The values in Table 2 are presented without Yates’ correction. Yates’
correction helps to avoid overestimation when the number of cases is very small, but
there is also a threat of overcorrection.

* Financial data is available for less cases when compared to the available data stated in
Chapter 3.1.
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Table 2. Median values for (mostly financial) variables through successful (Group
1) and unsuccessful (Group 2) reorganizations using two classifications given in
Chapter 3.1 of the article (compiled by authors).

Variable Classification 1 Classification 2 All
Group 1 | Group 2 | Sig. Group 1 | Group 2 | Sig. cases
Workers, 38 45 | 1.000 35 60 | 1.000 38
Workers, 48 40 | 0.408 46 41 | 0.589 42
Workers; 435 35 | 0.485 34 40 | 0.631 39.5
Ly
A, 0.73 0.87 | 0.097 0.78 0.84 | 1.000 0.81
L,
A, 0.73 0.78 | 0.728 0.73 0.77 | 0.635 0.77
Ly
A; 0.63 0.70 | 0.042% 0.64 0.67 | 0.635 0.67
NI,
S, -0.04 -0.18 | 0.111 -0.02 -0.09 | 0.645 -0.09
NI,
S, 0.00 0.01 | 0.099 0.00 0.01 | 0.020% 0.00
NI,
S, 0.01 0.04 | 0.050% -0.02 0.03 | 0.169 0.03
CA,
CL, 0.83 0.54 | 0.688 0.20 0.63 | 0322 0.61
C4,
CL, 0.80 0.93 | 0.728 0.60 0.94 | 0.154 0.90
CA,
CL, 0.90 1.17 | 0.498 0.60 1.20 | 0.154 1.02
[
CL, 0.01 0.01 | 0.226 0.01 0.01 | 0.645 0.01
[
cL, 0.02 0.02 | 0.795 0.02 0.02 | 0.674 0.02
Cs
CL, 0.03 0.02 | 0.146 0.03 0.02 | 0.138 0.02

* Significance rose over 0.05 level after application of Yates’ correction.
Note: after application of Yates’ correction all results are insignificant at 0.05 level.

Although the median values are not significantly different, they do not equal with
each other and general tendencies can therefore be commented. In case of both
classifications unsuccessful reorganizations are characterized with higher leverage
and leverage has increased more sharply in time. In case of both classifications firms

. . . NI L .
in two groups eventually become not profitable (negative 35 ), but it is interesting

that successfully reorganized firms in case of classification 2 are unprofitable on the
third year before reorganization. Still, through all three years their profitability
varies around zero, which supports the fact that given firms have submitted
reorganization applications at right time, i.e. when problems have not yet emerged
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dramatically. The immediate payment readiness reflected by C—CL ratio has been very

low for all three years, being almost the same for firms in both groups for specific
years viewed. This would indicate high probability of solvency problems for all

. . . CA .
firms in analysis. Interestingly, the other solvency measure o which reflects the

ability to cover liabilities maturing within an year with current assets, is worse for
successfully reorganized firms for all years in Classification 2 and in case of
Classification 1 only for the first year before reorganization year the group of firms
where plan was successfully approved has higher value when compared to failed
ones. This shows some controversy when compared to previous results in literature,
which have indicated that troubled, but finally surviving firms witness higher
solvency when compared to eventually failing firms (see e.g. Lukason 2013). This
could be connected to the idea of different failure processes (see Laitinen 1991) and
among unsuccessfully reorganized firms there are evidently more acute failure firms,
in case of which financial situation worsens very quickly.

Conclusions and implications

Current article focused on the causes of failed reorganizations among Estonian
firms. Previous studies have indicated that an important cause of reorganization
failure can be the unsuitability (permanent insolvency or inability to prove firm’s
future vitality) of firms for reorganization. Also, practice from different legal
environments shows a relatively small share of successful reorganizations from
both, total reorganization petitions and especially from total firm insolvencies. The
Estonian figures from previous years have supported such tendency.

The dataset for current article consisted of 78 court judgments about firm
reorganizations, out of which there were 20 cases when reorganization was not
started, 53 cases when it was unsuccessful and 5 cases of successful reorganizations.
The legal causes of reorganization failure are directly based on the Estonian
Reorganization Law, whereas dominantly reorganization fails because of two
causes: entrepreneurs do not submit reorganization plan to court or precondition for
reorganization lapses (i.e. entrepreneurs present application to end the proceeding or
firm has become permanently insolvent).

In two different classifications (in the first successful reorganizations are firms for
which reorganization plans are approved and in the second they are firms which
eventually remain vital), the financial ratios of successfully and unsuccessfully
reorganized firms are compared. None of the studied financial ratios is significantly
different through two groups. Still, for firms where reorganization was unsuccessful
the values tend to be better two and three years before the reorganization year,
whereas the contrary tendency occurs on a year before reorganization year.

As according to the analysis most firms fail at an early stage of reorganization, then
before starting reorganization proceedings the vitality of firms should be
prescreened in more detail in order to avoid permanently insolvent firms from
entering the procedure. The article can be developed in many ways, for instance by
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introducing larger dataset and using additional documents from courts to study the
causes of unsuccessful reorganizations in more detail.
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ANALYSIS OF THE SHARE OF EXTENSIVE AND INTENSIVE FACTORS

ON CHANGES OF THE OUTPUT ON ALL LEVELS OF THE ECONOMY
Jit{ Mihola, Petr Wawrosz'

University of Finance and Administration, Prague, Czech Republic

Abstract

The paper answers one of the typical problems of economic theory - how it is in
practice possible to measure and to interpret the quality of economic time series oat
all economic levels. The task is on the macroeconomic level solved by weighted
geometric aggregation of input factors (labour and capital) into summary input
factor (SIF) - the method is similar to the Cobb-Douglas production function. The
paper shows differences of our approach to the approach of growth accounting — our
approach is based on more general condition and covers not only situations of
growth of economic indicators but also situations of their falls or stagnation. The
approach allows also distinguishing the compensation of input factors. So, the
methodology presented in the paper can be used in many practical applications, for
instance it enables us to count clearly intensive and extensive parameters of
economic growth.

Keywords: dynamic indicators, economic growth, intensive and extensive factors of
change of indicators

JEL Classification: C22, C43
1. Introduction

The question as to which factors cause the development dynamics of an economic
unit (a firm, region, state, etc.) is one of the most discussed in the economics.
Generally speaking, dynamics may be due to extensive or intensive factors;
however, the effect of those factors needs to be properly quantified. This article
summarises the knowledge from research in the quantification of the given factors,
while following on the publications of Hrach and Mihola (2006), Mihola (2007a),
Mihola (2007b), Hajek and Mihola (2008a), Hédjek and Mihola (2008b), Héjek and
Mihola (2009). The research is based on the crucial business criterion of the market
economy, i.e. profit, while respecting the limits of the factors of production. In this
context, the manner of achieving profit is not immaterial. The instruments included
in the text are applicable to businesses as well as to the national economy and other
sciences. The correct answer as to the method of generating profit and GDP has a
significant impact on the management of large business groups, on seeking a
forward-looking direction of national economies and transnational units, as well as

! Ing. Be. Jiff Mihola, CSc, University of Finance and Administration, Estonska 500, Prague,
Czech Republic, jir.mihola@quick.cz.

Mgr. Ing. Petr Wawrosz, Ph.D., University of Finance and Administration, Estonska 500,
Prague, Czech Republic, petr.wawrosz@centrum.cz.
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on tackling the problems of tendering processes, outsourcing and other economic
activities.

A crucial feature of the knowledge society is the application of new knowledge or
the innovative application of existing knowledge. Schumpeter’s economic analysis
stresses the key role of dynamic processes based on permanent innovative efforts of
businesses. However, innovation in all stages of business activities develops only in
the environment which, owing to good education, fosters science and research as
well as quality of human resources, and improves the use of innate human
capacities. The innovation processes are also associated with the development of
communication technologies, the management level, and a more efficient strategy
and motivation. Such developments typically entail the use of qualitative or
intensive factors of development in particular, as opposed to extensive expansion of
the existing production.

In solving practical strategic tasks of the national economy and businesses, it is
essential to use proper dynamic indicators that reflect the factor of time, without
which neither a serious tendering process nor the increasingly popular outsourcing
can exist. Before we derive the appropriate indicators of an innovative or, more
generally, qualitative or intensive development, we will give one general illustrative
example, which will help us with finding an appropriate basic correlation, on which
the entire solution will be based.

2. Initial illustrative example

Suppose we run a successful firm, which supplies the market with production, for
which, over the given initial period (referred to as index o), it gains total revenue’
TRy, on which it spends total costs TC, over the same period. The difference
between the two quantities defines the economic profit.

EPy,=TR,- TC, (1)

Then the total revenue / total cost ratio defines efficiency Efj, which expresses the
portion of total revenue per CZK 1 of the total cost invested, that is,
Ef,= TR,/ TC, 2

The economic profit / total cost ratio defines the cost profitability, i.e. the portion of
profit per CZK 1 of the total cost. Then the correlation between efficiency and
profitability can also be derived:

Ef() = (EPO + TC() )/ TC() = EP()/TC() +1 (3)

The following schema shows this initial situation.

2 We will initially describe outputs and inputs using microeconomic symbols, flow variables,
TR as the total revenue and TC as the total cost. In both cases, the domain of definition
includes positive rational numbers. TR > 0 and TC > 0. If TR < TC, the economic profit will be
negative.
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TC 0 TRO

Suppose the market demand for the goods we produce doubles, with no other
competing producer operating in the market. The production might be doubled in the
two following specific ways: either we will build another production facility next to
our existing one, or we will double the output of our existing facility solely through
intensive factors of development.

In the first scenario, all inputs need to be doubled. We will need double our land. As
the existing production method has worked well, we will build double production
capacity of the same quality without any improvements. To operate such a capacity,
we will also need double the number of our employees with the same skills. We
could even only use our existing staff if reorganised into two shifts. Thus we will
double both our capital and labour. The following schema illustrates this purely
extensive way of production expansion.

TC,

TC,

For the purely extensive development, the achieved economic profit and efficiency
(referred to as index .) can be expressed by the total revenue and total cost
commensurate with the initial situation before our production was doubled, as
follows.

EP, =2.TR,-2.TC,= 2.EP, 4)

Ef, = 2.TR,/2.TC,= Ef, )

That said, with the purely extensive development, the economic profit has doubled.
Likewise, the total revenue and total cost have also doubled. However, the economic
efficiency Ef, has not changed compared to the initial situation.

The second scenario includes the same inputs as the initial situation (referred to as
index (). We will double our production solely through innovations based on
intensive factors. Hence we will do with the same land, and will consequently have
the same number of employees and the same amount of capital, which we may
innovatively change, however. Another admissible variant is the one of deploying a
fewer number of higher skilled employees, who are paid better, however, and thus
the total production costs will not change. Only the production will double.
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TR,
TC,

e

TR,

In the purely intensive development, the economic profit (referred to as index ;) has
more than doubled, as shown in the correlations below. In this scenario, the
economic profit equals that of the purely extensive variant increased by the amount
of total cost in the initial variant. The economic efficiency (referred to as index ;) has

exactly doubled:
EP,=2.TR, - TC, = 2.EP, + TC, = EP, + TC, (6)
Ef, = 2.TR,/TC, = 2.Ef, 7

As the economic profit has increased in both variants, a more appropriate indicator
of the economic development intensity is the efficiency, which remained unchanged
in the purely extensive development, and increased as much as the output in the
purely intensive development. This can be used very well in distinguishing the level
of economic development intensity.

3. Generalisation of the initial example

In effect, pure developments occur only rarely. Mixed developments, involving both
components, are usual. The mixed development may also involve the compensation
of individual factors, one of which may have an upside effect while the other may
have a downside effect. The general expression of the level of development intensity
or extensity must be applicable to any production increase as well as to its decrease
or stagnation.

If we need to express the share of the effect of economic profit EP or of total cost in
the total revenue achieved, we can do so by using an additive expression derived, for
example, from the correlation (1):

TR=EP + TC ®)

Then we only need to divide the expression (8) by quantity TR, and if the quotients
are to be expressed as percentages, the linear equation must be multiplied by 100:
100 = 100.EP/TR + 100.TC/TR )

In the above considered scenario, the economic profit EP and the total cost TC in the
initial situation make up 50% of the total revenue TR. In the purely extensive
development, these shares remain unchanged, whereas if the production is doubled
in a purely intensive manner, the share of profit in total revenue increases to 75%
and the share of total cost in total revenue makes up for 25%.

If we wish to calculate the shares of the effect of a multiplicative link, such as the

effect of efficiency and total cost on the total revenue, we can modify expression (2)
as follows:
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TR =Ef.TC (10)
and subsequently convert expression (10) into a linear additive link using a
logarithm. Thus we can also express the share of the effect of the qualitative
magnitude in the form of efficiency Ef in the quantitative magnitude in the form of
total cost TC.

The inputs and outputs of an economic unit may be of more than just the flow nature
at the company level. In the national economy, the output may be expressed, for
example, as gross domestic product (GDP) while inputs may be represented by
functions of state such as labour L and capital K, which can be aggregated into a
summary input® of factors SIF.

4. Dynamic problem

If the timeline of flow quantities such as TR, TC, EP, Ef and, where appropriate, the
GDP, or of the functions of state such as the number of employees, essential means
or the population constitutes what is known as the static problem, the changes in
those quantities, measured by the dynamic characteristics of absolute or relative
accrual (change rate) or index (change coefficient), constitute the dynamic problem®.
In both events, we can express the extent to which the development is based on
extensive or intensive factors of development at the levels of business, region or
national economy.

If t© denotes the initial moment of a monitored period and T denotes the final
moment, the number of monitored periods is:
m="T- (11)

Then the development of each quantity over a timeline can be observed by means of
one of the three following dynamic characteristics used for any characteristic of the
relevant system, with the characteristic being referred to as A (a general
denomination of a characteristic, which may be TR, NC, L, K, etc.):

e absolute accrual A(A) =Ar - A, (12)

e growth rate G(A) = A A = AA) _ I(A)—-1 a3

o change coefficient; (chain) index I(A) = Ar _ G(A)+1 (14)

T

If m = 1, then we have dynamic characteristics of two successive periods. In
addition to dynamic characteristics, we can also observe efficiency Ef, i.e. the

3 More details available, for example, in Hdjek and Mihola (2009), p. 745, where summary
inputs are referred to as symbol N.

* Details of the definition of static and dynamic tasks available, for example, in Hajek and
Mihola (2009), p. 745, or Mihola (2007b), p. 448.
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correlation between input x and output’ y over the given period of time. The
expression of efficiency as a ratio does not necessarily require the same units of
input and output quantities. The output quantity will be generally referred to as y
(e.g. TR, GDP, etc.) and the input quantity as x (e.g. TC, capital K, labour L, SIF,
etc.). This definition, which describes the given system by monitoring the changes in
outputs, inputs and interrelations, corresponds to the cybernetic concept of the task.
It provides us with information on efficiency®, i.e. the units of outputs per unit of
inputs at time t:

Ef =% 15)
Xt

An inverted value interprets the cost requirements, and specifies how many inputs
are required per unit of outputs. Expressions (13), (14) and (15) can be used to
derive the following correlations among the specified homogeneous dynamic
characteristics’:

G(y) = G(x) + G(Ef) + G(x) .G(Ef) (16)

I(y) = I(x) . I(Ef) a7

After the derivation of universal correlations for the unambiguous classification of
developments according to the shares of qualitative and quantitative (or extensive
and intensive) factors, we need to describe these development types first. The
detailed derivations of this typology, which is used as the basis for the derivation of
universal dynamic characteristics to analyse the intensity of any development, are
included in Mihola (2007a). In brief, this typology is evident from Table 1.

5. Dynamic parameters of intensity and extensity

The derivation of the correlations expressing the share of the effect of intensive
factors on the development of outputs can be based on both the partly additive
expression (16) and the purely multiplicative expression (17). The existing
theoretical analyses as well as numerous practical applications that allow for the
easy interpretation of results and further generalisation, e.g. into multiple factors,
indicate that a logarithmically calculated correlation® (17) is more appropriate as the

° The domain of definition for inputs as well as outputs includes positive rational numbers:
x€<0,00); ye<0,00) then I(x)e<0,00); I(y)e<0,%0); G(x)e<-1,0); G(y)e<-1,0)
® This is how numerous authors define efficiency, e.g. Klacek (2006), p. 291, says: “In general,
we can define the total productivity of the factors of production as the ratio between the output
of a production process and the summary of inputs of the factors of production.
SP(t)=0(t)/N(t), where Q is the product and N is the summary input”

For details of the correlations, sorts and types of aggregations between a static task and a
dynamic task, see Mihola (1979) and Mihola (2005).
8 Even though growth rates in economic calculations are often very low numbers, it is not
always the case. This is particularly relevant in use of short time intervals and in a deeper
hierarchical structure of the economy, e.g. at the enterprise level. An uncontrolled omission of
this multiplicative term is a similar operation as a not quite correct omission of the powers of
fluents used by Newton in his derivations. See e.g. Seife (2005), p. 133.

90



basis for further computations. If expression (16) is used, we must either omit’ the
multiplicative part of that expression, i.e. G(x).G(Ef), or split that term ‘somehow’.
This problem even increases if we consider more than 2 factors because the number
of multiplicative terms and their extent increase rapidly.

Literature specifies certain solutions that are only applicable to positive accruals'® of
both factors. However, a dynamic task also needs to reflect the instances of declines
in the individual factors as well as in the output. Furthermore, both considered
factors may have a downside effect on outputs. If one factor has an upside effect
while the other has a downside effect, the effects will partly compensate each other,
or the mutual compensation may even lead to zero output growth. The following
expressions were derived'' to truly express all situations that may occur in a
dynamic task.

The derivation result is a correlation for a dynamic parameter of intensity:
- In I(Ef) (18)
|InI(Ef)|+|[Inl(x)|
and a supplementary correlation for extensity:
o In I(x) (19)
|InI(Ef)|+|InI(x)|

For the purely intensive development, expressions (18) and (19) generate i = 1 and e
=0 (or 100% and 0%, as appropriate), while for the purely extensive development,
expressions (18) and (19) generate i = 0 and e = 1. Even in all the other instances,
the given pair of dynamic parameters provides clear information on the type of
development in the given sub-period or total period.

Adding up expressions (18) and (19) will derive the general correlation between the
parameters of intensity and extensity.

i.sgn[G(Ef)] + e.sgn[G(x)]=1 or lil+Iel=1 (20)

The sum of both parameters in quadrant I, where both factors contribute to growth,
equals 1. In quadrant III, the sum is -1, with both factors having a downside effect.
In compensation quadrants II and IV, the sum of dynamic parameters of intensity
and extensity equals 0. This can be used as guidance in the types of development.
The sum of both dynamic parameters tells us whether it is quadrant I or III, or
whether it is compensation. The fact that the sum of absolute values of both
parameters equals 1 is used for designing well-arranged bar charts, for instance,
which clearly express the shares of the effects of both factors.

° However, use of this procedure for the growing quantities is nothing new at all. As long ago
as in 1978, this expression was proposed in Cyhelsky, Matéjka (1978), p. 302.

'"E.g. Cyhelsky and Mat&jka (1978), Toms and Hajek (1966), Toms (1983), Toms (1988).

" The derivation is detailed in Mihola (2007a).
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The overview of values of the derived dynamic parameters for basic developments is
included in Table 1.

Table 1. Values of intensity and extensity parameters for basic developments

Parameter value
Names — of of
basic Output intensity|extensity|
developments|Characteristics|Occurrence|development Type i(%) | e(%)
Growth in
Purely output y onl
1 [intensive | outputy only Growth 100 0
influenced by Ef]
growth
developments .
L axis y
Decline in
Purely output y only Net
2 ggéll—ilrrlléenswe influenced by Ef Decline develop- -100 0
developments ments —
effect of
Purely Growth in only one
3 lextensive output y only Growth parameter 0 100
growth influenced by x
axis x
Purely Decline in
4 [non-extensive | outputy only Decline 0 -100
development |influenced by x
Combined The same effect
5 1nten51bve & of Ef apd X on Growth 50 50
extensive lgrowth in output
Symmetry
growth y .
Combined axis of Consonant
ombined, The same effect| quadrants I effect
pon-intensive of Ef and x on and III
6 |& non- L Decline -50 -50
. decline in
extensive output
decline puty
Stagnation of
Intensive output y by
’ compensation | growth in Ef >0 -0
and decline in x|Zero growth Staenation Compen-
Stagnation of | hyperbola g sation
3 Extensive ) output y by 50 50
compensation | decline in Ef
and growth in x

Derived dynamic parameters can be used wherever we consider the effect that the
development of the relevant absolute and relative quantities had on the result
achieved. For example, the effect and inertia, i.e. steady motion, that a speed change
(i.e. acceleration) had during accelerated linear motion over a distance achieved.
These parameters can be used wherever any outputs and inputs variable over time
exist and where the effectiveness or efficiency measurable by changes in
effectiveness or efficiency usually varies.
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The advantage of those parameters is that they can be compared in respect of time.
That said, they are comparable without further modifications even though they have
been calculated for timelines of different lengths. This is due to the automatic
averaging because no root extraction (averaging) is necessary for base indices, as
shown in expression (18) (where a base index for m years is considered):
i lnIl/m(X)
[In 1 ()| +[In 1"(x)|

_ (1/m) Inl(x) 21)
(1/ m)[InI@)|+ (1 / m)|InI(x)|

Derived dynamic parameters are not limited in space, and allow for easily
comparing different countries, sectors, businesses, etc., due also to the fact that it is a
dimensionless quantity. This is because definition expressions (18) and (19) only
include dynamic characteristics, i.e. indices. It is an advantage of any dynamic
parameter because these are independent of a scale or the units of characteristics
used in static tasks.

Correlations (18) or (19) operate with growths as well as declines in any
combination, including compensations, at any type of output development. The
correlations also work with the limit states of net developments without problems.
Also, there is no need to adopt any special simplifying assumptions or to check
whether or not an unacceptable distortion has occurred during an approximate
calculation, if any. The calculation is transparent, repeatable any time, and will
always yield the same result.

The result obtained has a clear interpretation and constant information substantiality.
The parameter of intensity i indicates the proportion at which the intensive
(qualitative) factor, which makes itself felt as a change in efficiency, i.e. a change in
the share of outputs and inputs over the given period of time, has contributed to the
final development of outputs. The parameter of extensity e gives additional
information on the proportion at which the extensive (quantitative) factor, i.e. the
inflow of qualitatively unchanged inputs over the given period of time, has
contributed to the final development of a product (outputs, effects).

A good interpretation of parameters leads to their easy application. Dynamic
parameters aptly complement the existing characteristics with a fairly new
perspective. The effort to express a share of influence or of the consequent
contributions is evident in almost any economic analysis. The primary advantage of
the solution presented here is that it comprehensively and systematically addresses
all situations, including declines, decreases in one of the factors, and consequently in
compensations. However, one should avoid any isolated assessment of those
parameters irrespective of the distance from the point of stagnation, where all
isoquants converge. Naturally, in assessing the developments which are very close to
stagnation, the relevance of the assessment as to how intensively this was achieved
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disappears. For the same reason, it would be easy to manipulate the sizes of dynamic
parameters.

6. Macroeconomic interpretation

Most practical applications have been subject to experiments using a classical
macroeconomic task, where input y constitutes the GDP in constant prices and
inputs are expressed by functions of state, namely labour L and capital K. Timelines
and relevant dynamic characteristics of those quantities are also exogenous
quantities of growth accounting'’. A practical use of the growth accounting
correlation is the specification of the residual quantity, which is the growth rate of
the summary productivity of factors'* G(SPF)'*; e.g. Mihola (2007), p. 111, specifies
the correlations'”:

G(Y) = G(SPF) + v;..G(L) + (1- v).G(K) (22)

G(SPF) = G(Y) - v..G(L) — (1- v.).G(K) (23)

Here the expression is derived, under special assumptions, from an additive identity
of national economy'®, as part of the reflections on the development of what is
known as potential output. This includes weight v; as the labour elasticity of output,
and weight vk as the capital elasticity of output. Assuming that the return to scale is
constant, the sum of those weights equals 1:

Vp.+ Vg = 1 (24)

In the expression (22), these weights are used in a weighted aggregation of the rates
of growth of labour and capital. The assumption of the additive aggregation in a
static task is not realistic just because one cannot imagine an economy without either
of these factors, i.e. completely without labour or without any capital. While these
factors are substitutable, they are substitutable relatively rather than absolutely.
Hence the likely outcome is a multiplicative aggregation of these factors in a static
task, with which a hyperbola-shaped isoquant is commensurate.

'2 An analogous expression is derived in numerous studies and textbooks, e.g. Mihola (2007a),
p. 108, or Hajek and Mihola (2009, p. 746). Today, this correlation constitutes the backbone
correlation of growth theories that are primarily concerned with long-term economic growth of
potential output.

13 Robert M. Solow, see Solow (1957), examines what is known as steady state growth, where
the capital and labour growth rates reach equilibrium. Output growth per capita is subject to
technological progress, which he sees as an exogenous factor here. Further elaboration of this
idea has shown that not only technological progress but also the collective effect of all
intensive factors of growth is relevant.

4 For example Denison (1967, see p. 15), used the SPF growth rate for an international
comparison of 9 developed countries.

' The calculation of the total factor productivity using this correlation has been discussed in a
number of studies, such as OECD (2003), OECD (2004); some of Czech authors include
Hurnik (2005), Dybczak et al. (2006), Hajek (2006), Ministry of Finance (2009); in Slovakia:
Zimkova, Barochovsky (2007).

' 1t also includes average wages and capital profitability dependent on labour or capital. In
tackling this problem, one should also consider the issues of investment efficiency and the
ongoing substitution of labour by technology.
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The growth rate of the summary productivity of factors G(SPF), calculated from
expression (23), makes it possible, if the output growth rate is known, to calculate'’
also the share of the effect of the development of intensive factors on GDP
developments, which can be ascertained from expression (18). To be able to use
modified expression (18), we initially need to aggregate both inputs in a static task,
i.e. labour L and capital'®. This quantity is referred to as the summary input of
factors (SIF). Both additive'® and multiplicative aggregation functions are used to
this end in static as well as dynamic tasks®®. We believe that the most appropriate
form of aggregation is the weighted geometric aggregation®!, which is used, for
example, in the form of Cobb-Douglas with technical progress®.

Y=SPF.L*.K{@® (25)
Thus SIF=L%. K@ (26)
which means Y = SPF . SIF 27

Expression (27) is a macroeconomic application of expression (10), and can be
derived from expression (15). Given the properties of indices, expression (27) can be
easily used to derive its own dynamic form, analogous to expression (17):

1(Y) = I(SIF) . I(SPF) (28)

By the logarithmic calculation of this expression, we will obtain the initial

'7 In these events, literature usually uses the share of growth rates G(SPF)/G(GDP), which is
approximately applicable to positive quantities only, where G(SPF) < G(GDP); otherwise the
result is difficult to interpret.

18 Unlike other authors, we consider the factors of labour and capital to be crucial factors
variable in time and complementing each other. In the Czech Republic, e.g. Klacek and
Vopravil (2008) — on the KLEM production function — deals with multiple factors.

' The additive aggregation of labour L and capital K in a static task can be ruled out because
thus we would admit either the possibility of generating production solely on the basis of
labour without any capital (and consequently without tools) or production solely on the basis of
capital, i.e. completely without staff, and this is impossible even in the highest level of
automation. As both scenarios are unrealistic, only a weighted or simple multiplicative
aggregation or geometric mean comes into consideration.

? The additive aggregation of labour L and capital K in a dynamic task at the multiplicative
link in a static task means the use of correlation (16), and this necessitates an omission of the
multiplicative term of that expression, with this being unfair and possibly leading to serious
inaccuracies. See, for example, Hdjek and Mihola (2009), p. 742-743.

! The sum of weights equalling 1 leads to a linear production-possibility frontier (PPF) in a
2%2*2%2 model. If these weights are identical, i.e. 0.5, it is a simple geometric mean, and the
isoquants will be hyperbolae symmetric around the axis of the first quadrant. For asymmetric
weights, the asymmetry of isoquants will primarily express the long-term prevailing
substitution by technology. Thus the interpretation of weights will change vis-a-vis that in
Héjek and Mihola (2009, p. 746).

2 We believe that one of the most comprehensive studies of multiplicative type production
functions with factors of labour, capital and technical process is the Barro and Sala-i-Martin
book (1995), where p. 29 includes the Cobb—Douglas production function in the form of
Y=AKL"®. The study also includes comparisons to the proposals by Leontief Y =
F(K,L)=min(AK, BL) from 1941; Harod from 1939; Domar from 1946; Solow from 1969; and
many more. In the Czech Republic, see article Hijkovd and Hurnik (2007), for instance.
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correlation for a macroeconomic modification of macroeconomic dynamic
parameters of intensity and extensity. The macroeconomic form of the dynamic
parameter of intensity is:
- In I(SPF) (29)
|InI(SPF)|+|InI(SIF)|
The macroeconomic form of the dynamic parameter of extensity is:
o In I(SIF) (30)
|InI(SPF)|+|InI(SIF)|

The calculation of the share of the effect of intensive and extensive factors using
these parameters has numerous advantages vis-a-vis the calculation of the share of
effect on the basis of correlation (23):

e It is applicable not only to an increase of the effect of sub-factors but also to
their decrease and mutual compensations, i.e. opposing effects, which may lead
to the complete compensation into zero output growth as well as to a GDP
decline;

e Itis not affected by any errors arising from the omission of multiplicative terms
of the additive link in respect of growth rates;

e It allows for a very illustrative spatial representation of the trajectories of
development (in a chart) of the change coefficients I(SPF) and I(SIF), where the
isoquants (contour lines) of the rates of GDP growth and dynamic parameters of
intensity as well as extensity can be shown concurrently.

The dynamic parameters of intensity and extensity are applicable not only to the
measurement of intensity of economic developments but also whenever we need to
find out how the absolute component such as time and the qualitative component
such as speed have contributed to the development of a quantity. An interesting
application of the above dynamic parameters is that of the assessment of
development or innovation cycles or the analysis of demand or supply curves, where
the use of dynamic parameters of intensity and extensity proves to be more universal
than normally used elasticity, which lacks standardised values.

7. Example — Development of the Czech economy

The use of the aforementioned correlations will be illustrated in an example
analysing the Czech Republic’s economy from 1995 to 2010. The initial data
constitutes the timelines of real GDP (in constant prices for 2000), number of
workers who represent labour L, and net fixed capital (in constant prices for 2000)
which represents capital K. The first step includes the calculation of the summary
input of factors SIF, correlation (26) (weight a was set at 0.57+0.021). The total
factor productivity was calculated by direct computation according to correlation
(15). Dynamic characteristics and then the dynamic parameters of intensity i and
extensity e, correlations (18) and (19) are calculated from all the quantities

96



monitored. Table 2 contains the annual growth rates™ of all key quantities and the
dynamic parameters of intensity and extensity.

Table 2. Growth rates of macroeconomic aggregates and parameters of intensity and
extensity in the Czech Republic (%)

1996] 1997|1998 1999 2000| 2001| 2002 2003{ 2004 2005| 2006| 2007| 2008 2009|2010)]
G(GDP)[ 4,0 [-0,7]-0,8| 1,3 3,6 25]|19]36]45]|63|68]6025]-42]|1,6
G@L) [09]02(-1,5[-34]-02]05]06(-1,3]03]10]1,6]27]12]|-1,2|-1,9
GK) 129(20|20(15|L,7]18 13 |18]16[16|1,7[23[1,8|18]1,6
G(SIF)|1 09109 |14 ]-16|04 (08 [-05(-1,1| 1,7 [1,3]18]27]0,1]02]-0,2
G(SPF)| 3,1 |-1,6(-2,1|29 (33|16 |24 [48[27[50[49[3,1[24]|-44]|18
i 78 [-65|-61] 65|90 | 66|83 |80 |61 |80 72|54 |97 [-95] 89

e 22 | 35 (39 |-35]| 10 |34 |-17|-20|39 |20 |28 |46 | 3 5 |-11
Source: Czech Statistical Office (2011), ECFIN (2011), own calculations.

The above growth rates of real GDP were generated with the effects of intensive and
extensive factors shown in Bar Chart 3. The height of each bar is 100%, the bar is
divided into intensive and extensive effects, and each of those components may be
positive or negative. We saw partial compensations of both effects in 1997 to 1999;
in 2002; 2003; 2009 and 2010, one of the dynamic pair parameters was negative but
they were not of the same size in the absolute value.

Table 1 and Charts 1 and 2 show the developments in the individual years of the
analysed period. In 1997; 1998 and 2009, the real GDP declined. This decline
occurred while the summary inputs were up by 0.9% in 1997, by 1.4% in 1998 and
by 0.2% in 2010 but the SPF was down by 1.6% in 1997, by 2.1% in 1998 and by
4.4% in 2009. Thus the contribution of extensive factors was outweighed by the
decline of intensive factors. The effects of extensive factors on economic growth
were 35% in 1997; 39% in 1998 and 5% in 2009. By contrast, the downside effects
of intensive factors on growth were 65% in 1997; 61% in 1998 and 95% in 2009.

As concerns the share of the effect of intensive factors, 1999 was an interesting year,
as the increase in real GDP by 1.3% was achieved at the decline in summary inputs
by 1.6%, and this decline was more than counterbalanced by a 2.9% SPF rise. In that
year, the share of intensive factors in real GDP growth was 65% while extensive
factors had a 35% downside effect. A similar situation, albeit more moderate,
reoccurred in 2002, 2003 and 2010. In 2002, the real GDP went up by 1.9% at the
moderate decline in summary inputs by 0.5%, which was more than counterbalanced
by a 2.4% SPF rise. In that year, the share of intensive factors in real GDP growth

2v3 Authors who calculated the SPF using growth accounting have arrived at similar results, e.g.
Sindel (2009), slide 47, specifies the following G(SPF) for years 1996 to 2004: 2.9; -1.3; -1.2;
1.7;3.5; 1.5; 0.4; 2.8; 3.7%.
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was 83% while extensive factors had a 17% downside effect. In 2003, the effect of
intensive factors was stronger because real GDP growth of 3.6% was generated at
the decline in summary inputs by 1.1%. This decline was more than counterbalanced
by a 4.8% SPF rise. In that year, the share of intensive factors in real GDP growth
was 80% while extensive factors had a 20% downside effect. In 2010, the effect of
intensive factors was even stronger because real GDP growth of 1.6% was generated
at the decline in the summary inputs by 0.2%. This decline was easily
counterbalanced by a 1.8% SPF rise. In that year, the share of intensive factors in
real GDP growth was 89% while extensive factors had an 11% downside effect. The
type of developments shown in the four years described was exceptional because
real GDP growth was fuelled by such a strong increase in intensive (qualitative)
factors that it outweighed the decrease in extensive factors.

0
A/"

\
1996 137?% 1999|2000 | 2001|2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 v0091/2010

Chart 1. Rates of real GDP growth in the Czech Republic in 1995-2010 (%) (Czech

i

Statistical Office, 2011).

| 2005

Chart 2. Shares of the effects of intensive and extensive factors in real GDP of the
Czech Republic (%) (Czech Statistical Office (2011), ECFIN (2011), own
calculations).

In all the other years, i.e. 1996; 2000; 2001, and in the last four years, 2004 to 2008,
both factors, i.e. intensive and extensive, always had an upside effect. Intensive
factors were always predominant, with their share being twice to eight times greater
than that of extensive factors. Only in 2007, the predominance of the intensive factor
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was modest. During those years, the shares of extensive factors ranged between 1/8
and 1/2 while the corresponding intensive factors ranged between 7/8 and 1/2. The
greatest intensity of 90% was achieved in 2000. The lowest positive intensity of
54% was achieved in 2007.

The first period examined (1997-1998) saw a recession, arising from the instable
political climate, making itself felt in highly restrictive monetary and fiscal policies.
Uncoordinated interventions even led to a monetary crisis in 1997. Institutional
barriers had the strongest impact on the banking sector, which found itself in a
critical situation. The privatisation that was frequently unconsidered, and thus too
spontaneous, led to instability, which delayed the required restructuring of
enterprises and the launch of a more stable and more forward-looking innovative
management. Investment stagnation was also accompanied by the poor inflow of
foreign direct investments. There was still the aftermath of the strong past structural
focus on heavy industry. The effect of high ecological investments was also evident.

Although the institutional environment was not yet refined in the subsequent period
of 2000 to 2007, it improved significantly with the preparations for and the
accession to the EU in 2004. The consequences of the growth-oriented economic
policy and a more rational behaviour of the banking sector after its increased
consolidation as well as the post-privatisation behaviour of enterprises had a positive
effect. Domestic investments increased significantly, as did the inflow of foreign
investments. Enterprises under strong foreign control were gaining ground, and
exports were rising. However, the growth acceleration was not yet accompanied by
the key long-lasting qualitative factors in HR improvement, and science and
research development as a precondition of boosting the innovation process. The
increasing openness of the economy had a positive effect on its performance but its
dependence on and consequently its susceptibility to external environment increased
somewhat as well. In addition, this vulnerability is boosted by the narrow portfolio
of primary activities, particularly focused on the automotive industry, which is
highly overgrown to the detriment of other transport alternatives as concerns
ecology.

In 2008, the country lost its growth rate. The strong impact of intensive factors is
due to the pre-crisis ousting of workforce rather than other factors. This became
fully evident during the 2009 restriction, which was a result of the Czech economy
reflecting the impacts. While 2010 was a year of adaptation to the new conditions,
the adaptation is probably not based systematically, in a change of the structure of
the economy. The negative extensity of 2010 was due to the post-crisis reduction of
the economy in respect of both factors considered.

8. Conclusion
Development intensity is one of the major indicators of the quality of economic
developments. At the macroeconomic level, it can be measured as the ratio between

real GDP and summary input, which includes labour and capital. Its increase is a
result of qualitative, i.e. intensive, factors of growth. To aggregate the factors of
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labour and capital in the summary input SIF, we used the weighted geometric
aggregation.

To find out the shares of intensive (i.e. qualitative) and extensive factors in real GDP
growth, we used the dynamic parameter of intensity and extensity. These parameters
allow for measuring their shares if the factors have opposing effects as well as if the
real GDP declines, are universally applicable, and are easy to compare in respect of
time and space. This makes it possible to extend economic analyses with a new
perspective. The application of the suggested methodology to the analysis of the
Czech Republic’s developments in 1995-2010 has shown that these parameters aptly
complement conventional analysis tools.

References

1.

10.

11.

12.

13.

Barro, R., Sala-i-Martin, X. 1995. Economic Growth. McGraw-Hill, 1995.
Cyhelsky, L., Matéjka, M. 1978. “K nékterym problémiim a dusledkim
konstrukce kauzdlniho modelu (On Certain Problems and Consequences of the
Design of the Causal Model)." Statistika, No. 7, 1978.

Czech Statistical Office (CSU aka CZSO). 2011. N4rodni ucty 2011 (The 2011
National Accounts). Prague: CZSO, 2011. http://www.czso.cz..

Denison, E. F. 1967. Why Growth Rates Differ: Postwar Experience in Nine
Western Countries. Washington, D.C.: The Brookings Institution, 1967.
Dybczak, K., Flek, V., Hajkova, D., Hurnik, J. 2006. “Supply-Side
Performance and Structure in the Czech Republic (1995-2005).” Working Paper
No.4. Prague: Czech National Bank, 2006.

ECFIN. 2011. Statistical Annex of European Economy. Brussels: European
Commission, ECFIN, Autumn 2011.

Hajek, M. 2006. “Zdroje rustu, souhrnné produktivita faktorti a struktura

v Ceské republice (Growth Resources, Overall Factor Productivity and Structure
in the Czech Republic).” Politickd ekonomie, No. 2, 2006.

Hajek, M., Mihola, J. 2009. “Analyza vlivu souhrnné produktivity faktori na
ekonomicky rist Ceské republiky (Analysis of the Influence of the Total Factor
Productivity on the Czech Republic’s Economic Growth).” Politickd ekonomie,
no. 6, 2009.

Hajek, M., Mihola, J. 2008a. “Udrzitelny rtuist — matematicky aparat
(Sustainable Growth — Mathematical Device).” Statistika, No. 2, 2008.

Hijek, M., Mihola, J. 2008b. “Udrzitelny rtist — analyza Ceské republiky
(Sustainable Growth — An Analysis of the Czech Republic).” Statistika, No. 6,
2008.

Hajek, M., Toms, M. 1967. “Produkéni funkce a hospodaisky rist
Ceskoslovenska v letech 1950-1964 (Production Function and Economic
Growth of Czechoslovakia in 1950-1964).” Politickd ekonomie, No.1, 1967.
Hajkova, D., Hurnik, J. 2007. “Cobb-Douglas Production Function: The Case
of a Converging Economy.” Finance a iiver, No. 9-10, 2007.

Hrach, K., Mihola, J. 2006. “Metodické pifistupy ke konstrukci souhrnnych
ukazatelti (Methodical Approaches to the Design of Summary Indicators).”
Statistika, No. 5, 2006.

100



14.

15.

16.

17.

18.

19.

20.

21.

22.
23.
24.
25.

26.

217.

28.

29.

30.

Hurnik, J. 2005. “Potential Output: What Can the Production Function
Approach Tell Us?” Economic Research Bulletin No.1, Vol.3. Prague: Czech
National Bank, 2005.

Klacek, J. 2006. “Souhrnnd produktivita faktorti — otdzky méfeni (Total Factor
Productivity — The Measurement Issues).” Statistika, No.4, 2006.

Klacek, J., Vopravil, J. 2008. “Multifaktorova souhrnnd produktivita faktori:
Empirickaaplikace produkéni funkce KLEM [vyzkumni studie CSU]
(Multifactor Total Factor Productivity: An Empirical Application of the KLEM
Production Function [A Research Study by the Czech Statistical Office]).”
Prague: CZSO, December 2008.

Mihola, J. 2007a. “Agregatni produkéni funkce a podil vlivu intenzivnich
faktorti (Aggregate Production Function and the Share of the Influence of
Intensive Factors)”. Statistika, No. 2, 2007.

Mibhola, J. 2007b. “Souhrnnd produktivita faktora — ptimy vypocet (Total Factor
Productivity — The Direct Calculation).” Statistika, No. 6, 2007.

Mihola, J. 1979. “Matematicky aparat konstrukce syntetickych ukazatelt (The
Mathematical Device to Design Synthetic Indicators).” Ekonomicko
matematicky obzor, No. 1, 1979

Mihola, J. 2005 Kvantitativni metody — distancni stadium (Quantitative
Methods — Distance Learning). Prague: University of Finance and
Administration.

Ministry of Finance of the Czech Republic. 2009. Makroekonomickd predikce
CR (Macroeconomic Forecast of the Czech Republic). Prague: Ministry of
Finance of the Czech Republic, January 2009.

OECD. 2003. The Sources of Economic Growth in OECD Countries. Paris:
OECD, 2003.

OECD. 2004. Understanding Economic Growth. Paris: OECD, 2004.

Seife, Ch. 2005. Nula (Zero). Dokotdn a Agro, Prague, 2005.

Solow, R. M. 1957. “Technical Change and the Aggregate Production
Function.” Review of Economics and Statistics, Vol.39, August 1957.

Sindel, J. 2009. Dlouhodoby riist a mezindrodni komparace (Long-term Growth
and International Comparisons). Prague: University of Economics (VSE),
Faculty of National Economy, 2009.

Toms, M. 1983. “K typologii procesu intenzifikace (On the Intensification
Process Typology).” Politickd ekonomie, No. 8, 1983.

Toms, M. 1988. Proces intenzifikace: teorie a méreni (The Intensification
Process: Theory and Measurement). Prague: Academia, 1988.

Toms, M., Hajek, M. 1966. “Ptispévek k vymezeni extenzivniho a intenzivniho
rastu (A Paper to Contribute to the Definition of Extensive and Intensive
Growth).” Politickd ekonomie, No. 4, 1966.

Zimkova, E., Barochovsky, J. 2007. “Odhad potencidlneho produktu a
produkénej medzery v slovenskych podmienkach (A Forecast of Potential
Output and Output Gap in Slovak Conditions).” Politickd ekonomie, No. 4,
2007.

101



THE SYSTEM OF FIRM SUPPORT GRANTS IN ESTONIA: WHOM DOES
IT FAVOR?

Maksim Mdttus, Oliver Lukason'
University of Tartu

Abstract

After joining the European Union, remarkable support has been provided to
Estonian firms through government grants financed from EU funds, but so far it has
not been systematically studied, which firms can get support from them. Current
study analyzes all grants for firms financed from EU funds in Estonia in the period
of 2007-2013. The paper outlines most supported firms based on activities financed
and restrictions set on firms and application. The results indicate that some
limitations make only a narrow range of firms eligible to get financial support. The
grant measures in different implementing units providing grants vary a lot. Also,
grants directed to fixed asset investments have more restrictions when compared
with those directed to reimbursement of costs.

Keywords: EU funds, government grants, support system
JEL Classification: H81
Introduction

Since joining the European Union (EU), Eastern European countries have been
provided a lot of financial support from EU funds, whereas this has been
accompanied by the debate over the necessity and size of given support. Such debate
has focused on various facets — for instance some countries are blamed of being
grant-dependent and also intra-country inefficient grant provision decisions have
been criticized. In Estonia the share of support (mainly from EU) in state budget
during last three years (i.e. 2010-2012) has been around 19% (see Statistics Estonia
... 2013), which can be considered a high figure. In addition, the distribution of EU
funds in Estonia has been under severe criticism, e.g. by the National Audit Office
(2010), because of not fulfilling the goals it is designed to achieve. The reasons why
grants do not serve their purpose facilitating economic growth and/or eliminating
market failures can rely in their wrong setup. Namely, grants might have been
designed to support firms which do not need them or are not vital enough, but also
the problem can lie in the too narrow range of activities supported or too tough
preconditions set for grant applicant. In the light of previous an essential question

! Maksim Mattus, Tartu University Economics and Business Administration PhD student.
Oliver Lukason, Research Fellow, University of Tartu, Faculty of Economics and Business
Administration, Narva Road 4-A307, Tartu 51009, Estonia. E-mail: oliver.lukason@ut.ee
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rises, which firm is eligible to be supported by state grants. An answer to given
(research) question has a very practical implication by enabling policy makers to
change grant distribution mechanisms in order to make the support available to
wider range of subjects or in turn constraining distribution principles wherever
appropriate.

Derived from previous, the article aims to find out whom do Estonian business
support grants provided from EU funds in the program period 2007-2013 favor.
More specifically, the objective is to study which activities are supported and how
do the requirements set restrict potential applicant. The achievement of the objective
will allow to conclude whether the design of grant system is shifted towards
favoring narrow range of firms or on the contrary it is well-grounded to support
firms through the whole spectrum of economy. In order to achieve the objective, the
article is divided into following sections. Firstly, literature about public firm support
grants is considered. Then, the Estonian system of grants to firms through EU funds
in the program period of 2007-2013 will be described. This is followed by empirical
analysis where first of all data for analysis is described, followed by outlining
descriptive results from data processing and its analysis. Finally, main conclusions
and policy implications from the study are presented.

1. Research about public grants to firms

Research about public grants is thorough and multifaceted. The topic is inevitably
connected to other research fields like public finances, public administration and
public economics in general. Different theoretical and empirical approaches can be
found about various facets of public funds allocation, whereas the discussion often
concerns whether and to what extent should state (financially) support firms. The
effect of grants in resolving market failures, increasing growth and productivity, but
also the interconnection of the aforementioned results has not been explicitly
clarified (De Long and Summers 1991, Roper and Hewitt-Dundas 2001). The
support itself can in turn be in financial or non-financial form (Denis 2004), whereas
in some circumstances it is not rational to distinguish one from another.

Grant is most commonly defined as provision of non-repayable financial aid for a
special purpose use. Of course, in some cases firms are also provided funds in case
their usage is not (strictly) constrained. In this sense grants differ a lot from other
three measures of direct public financial support (Storey and Tether 1998), i.e. loans,
loan guarantees and tax reliefs for firms, the purpose of which is often the same as
for grants.

The setup of public grant system should ideally be composed of individual grants,
each of which is aimed at a specific policy objective. Which policy objectives
should be set, is more an empirical than theoretical question, depending on the
specific situation in viewed environment. Still, over-subsidization of firms that
actually do not need support and subsidizing unproductive firms (due to the action
of pressure groups) are threats commonly accompanying government grants
(Bergstrom 2000). The goals of grant systems are normally outlined in strategic
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documents of country or some specific field. Because of different public strategies,
grant systems can vary a lot through countries (Storey and Tether 1998).

2. European Union funded firm support grants in Estonia

EU support for direct or indirect development of entrepreneurship is made available
to the applicant through three main mechanisms:

1) structural aid and EU regional policy;

2) common agricultural policy;

3) fishery support.

The regional policy of EU aims to balance and unify the development of EU
member states by reducing social and economic differences, which in turn should
increase competitiveness of EU at world market. For the implementation of EU
regional policy, structural aid is provided through following funds: European
Regional Development Fund (ERDF), European Social Fund (ESF) and Cohesion
Fund (CF). ERDF and ESF are structural funds. When all given three funds are
aiming to increase unity, then both structural funds also aim to increase regional
competitiveness and employment. In addition, ERDF aims to promote territorial
cooperation in Europe.

European Council regulation No 1083/2006 lays down general rules governing three
aforementioned funds for the program period of 2007-2013. For applying support
from given funds in 2007-2013, three operational programmes (OP) have been
composed. Those programmes define activities financed from structural funds and
are:

1) OP for the Development of Economic Environment,

2) OP for Human Resource Development,

3) OP for the Development of the Living Environment.

On 11. January 2007 Estonian government approved National Strategic Reference
Framework and abovementioned three OPs. In 2007-2013 Estonia gets structural
funds in total of 3.4 billion EUR. Beside structural aid EU provides support in fields
of agriculture, fishery and Baltic sea region cooperation. That support is accounted
separately from the structural aid. The main implementing agency for structural
funds concerning grants to firms is Estonian Ministry of Economic Affairs and
Communications and implementing unit Enterprise Estonia.

Estonian Rural Development Plan (ERDP) 2007-2013 is directed to increase
competitiveness of forestry and agriculture, improve environment and region,
increase quality of life and diversify rural entrepreneurship. ERDP outlines rural life
development patterns and measures to achieve them for the period 2007-2013. The
ERDP, following the objectives of Common Agricultural Policy (CAP), is co-
financed by Estonian government, European Agricultural Guarantee Fund (EAGF)
and European Agricultural Fund for Rural Development (EAFRD). In total around
935 million euros can be used during the program period 2007-2013, whereas the
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implementing agency is Estonian Ministry of Agriculture and implementing unit
Agricultural Registers and Information Board.

The last group of support to firms comes from the European Fisheries Fund (EFF)
and the distribution of support from that fund is set by Estonian Fisheries Strategy
2007-2013 and OP of European Fisheries Fund 2007-2013. During the program
period 14 different measures, which divide between five different axes, will be
financed. The implementing agency is Estonian Ministry of Agriculture and
implementing unit Agricultural Registers and Information Board.

3. Empirical analysis of the characteristics of state grants
3.1. Data of state grants

Data about all grants to firms is collected from all operational programs,
implementing agencies and implementing units. After the list of different grants has
been created, all regulations governing the grants are collected and read through.
The regulations come from Riigi Teataja database of all Estonian Acts of Law and
as each measure is connected with specific regulation, the names of which will not
be presented in Table 1. We consider only financial grants, i.e. support measures
offering non-monetary help will not be considered. Also, in Estonia the Credit and
Export Guaranteeing Foundation (KredEx) provides loan guarantees for firms, but
as it is not non-refundable financial aid, it will be excluded from analysis.

Based on the available information, characteristics of different grant measures will
be summarized in Table 1. The measures have been grouped according to the
implementing unit. The implementing unit for grants 1-18 in Table 1 is Enterprise
Estonia and for grants 19-36 Agricultural Registers and Information Board. One
other grant that firms can apply was detected under implementing unit
Environmental Investment Centre, namely the grant for waste collection, sorting and
recycling development, but this not included in the analysis below, as this is the only
grant from given implementing unit to firms and favours a very narrow spectrum of
companies. Following list gives a detailed overview of collected information, the
most of which has also been included in Table 1. Some grant numbers have been
highlighted in the first column, meaning that those grants are provided through the
same regulation. Also, sometimes the regulation has been changed in time, so e.g. at
some point of time there was only one measure and afterwards several measures.
1) Operational program:

a) MARK - OP for the Development of Economic Environment;

b) IARK - OP for Human Resource Development;

¢) MAK - Estonian Rural Development Plan;

d) EKF - European Fisheries Fund;

e) EE - Estonia.
The last item in the list of operational programs is “Estonia”, as at a certain point
of time in the program period of 2007-2013 the EU funds meant for some measures
(see Table 1) were exhausted, because of what they are currently provided from
state budget funds (i.e. tax income).
2) Priority field:
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a) TOUEV - Knowledge and skills for innovative entrepreneurship;
b) EVUK - Innovation and growth capabilities of firms;
¢) MAKIT - 1 axis — increasing competitiveness of agricultural and forestry
sector;
d) MAKST - 3 axis — life quality and entrepreneurship diversification in
rural areas;
e) EKFIT -1 axis — adjustment of fishery fleet;
f) EKF2T - 2 axis — water cultivation, inland fishing, processing and
marketing of fishery products;
g) EKF3T - 3 axis — measures offering common interest;
h) EKF4T - 4 axis — sustainable development of fishery regions.
Note that priority fields have not been given for programs which are currently
financed from state budget.
3) Implementing agency:
a) MKM - Ministry of Economic Affairs and Communications;
b) POM - Ministry of Agriculture.
Grants 1-18 in Table 1 are MKM and grants 19-36 are POM responsibilities.
4) Implementing unit:
a) EAS - Enterprise Estonia;
b) PRIA - Agricultural Registers and Information Board.
Grants 1-18 in Table 1 are EAS and grants 19-36 are PRIA responsibilities.
5) Measure — name of support measure.
6) Implementation scheme:
a) AV - open application;
b) PR - program.
All measures in Table I are AV.
7) Person who can apply:

a) EV - firm;

b) MTU - non-profit association;
c) SA - foundation;

d) TA - research institution.

All measures in Table 1 are EV.
8) Type of grant:
a) 0 -—indirect, immaterial (counselling);
b) 1 — indirect, material (education and training, usage of equipment,
infrastructure etc.);
¢) 2 - monetary;
d) 3 -development of technology transfer, mainly cooperation between firms
and universities;
e) 4 -—financing, financial guarantee.
All measures in Table 1 are grant type 2.
9) Applicant:
a) 0 — other than beneficiary;
b) 1 - beneficiary firm;
For all grants in Table 1 the applicant is 1.
10) Supported activities (according to Enterprise Estonia database of support
measures, ,,Yes“ - 1/“No“ - 0):
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11)

12)

13)

a)
b)
V)
d)

€)

Investment — expenditure to purchase fixed assets is eligible.

Development activities — expenditure to promote innovation is eligible.
Research — purchase of research is eligible.

Education and training — purchase of education and training services is
eligible.

Consulting — purchase of consulting services is eligible.

Supported activities reclassified to two groups (“Yes” — 1/°No” — 0):

a)

b)

Fixed asset investment — grant is mostly designed for fixed asset
investments, whereas fixed asset should be understood as it is classified in
accounting regulations.

Reimbursement of costs — grant is mostly designed for reimbursement of
costs and fixed assets cannot be purchased.

Restrictions to applicant (,,Yes“ - 1/,,No* - 0):

a)
b)
)
d)
e)
f)

Age

Industry

Owners

Past financial indicators
Future financial indicators
Location

Restrictions to application:

a)

b)

)

d)

€)

g

Minimum support sum (specific or range) in euros (afterwards will be
converted to 1 if the minimum is over zero and to O if minimum equals
Zero).

Maximum support sum (specific or range) in euros (afterwards will be
converted to 1 if the maximum exists and to O if there is no maximum).
Maximum support rate as % (specific or range) of total investment or costs
(afterwards will be converted to 1 if it is below 100% and to O when it is
exactly 100%).

Budget of measure in millions of euros. Those budgets which are
highlighted and have the same number in the cell, have the same budget
for different measures listed, i.e. their budgets have not been distinguished
by implementing unit.

Start period, reflected by the date regulation entered into force or the date
measure was opened.

End period, reflected by the date measure was closed.

Application form, reflected by continuous (i.e. C, continuously opened for
applications) and rounds (i.e. R, opened as rounds lasting only for
predetermined time).
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3.2. Analysis of state grants

The statistics about supported activities and restrictions on applicant/application
have been provided in Table 2. Results are presented over all 36 grant measures and
also through each implementing unit (i.e. for EAS and PRIA) separately. The
analysis is conducted by using just the number of different measures (n=36), but also
weighing all measures with their budget share from total budget of studied
measures, this also on the example of both implementing units separately. When
budgets of measures are accounted, the share of each activity or restriction tells
exactly its importance among all support measures.

The number of grants supporting investment and development activities is the
highest (69% and 67% of all grants respectively), whereas research and
education/training are lagging behind remarkably (14% and 17% of all grants). The
binary classification of supported activities confirms previously given results, as
around two thirds of all grants favor fixed asset investments and remaining one third
reimburse costs. When considering the budgets of specific measures, the shares are
even more shifted in favor of investments (89%) and fixed assets investments
(82%). So, the first important conclusion is that firm support grants in Estonia are
strongly investment oriented, which probably could be linked to the fact that
investments are expected to create results desired in policies more likely. When
coming to EAS and PRIA, then EAS measures favor non-investment activities in a
remarkably higher amount than PRIA measures, and it could even be said that the
presence of non-investment measures is mostly determined by EAS measures.

The results are more divergent when coming to the restrictions side of analysis.
Practically all measures have maximum support sum and maximum support rate
restrictions, but on the contrary, minimum support sum restriction has remarkably
lower representation. Given restrictions can prevent very large investments and
firms must have sufficient self-financing available (which of course can be
composed of borrowed resources). The share of location restriction applies for 50%
of total grants when budgets are accounted, meaning more specifically that regional
uniformity is targeted by funding activities outside Estonian capital. Around half of
the measures set requirements for past financial performance and around a quarter to
future financial expectations when budgets are considered, whereas PRIA’s
restrictions are about as twice more frequent than for EAS. Around half of the grants
have age and ownership restrictions when budgets are considered, whereas for age
the limitations come mostly from PRIA measures (mainly minimum operational
time required) and for ownership the limitations mostly come from EAS measures.
The last variable “industry” is constrained for most of the measures, but this is also
logical as implementing units EAS and PRIA fulfill the tasks of different operational
programs, therefore being focused on a limited range of industries.

In summary it can be said, that Estonian entrepreneurship grants distributed from

EU funds mostly favor investment in fixed assets and are characterized by rather
high amount of constraints to grant applicant and application.
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Followingly, EAS and PRIA measures are compared in respect of supported
activities and restrictions. As all values for variables are binary (i.e. 0 or 1),
Cramer’s V test is being used to find out whether grants from two implementing
units differ. The results are summarized in Table 3.

Table 3. Analysis whether supported activities and restrictions are different through
two implementing units (i.e. EAS and PRIA).

Variable Cramer's V Approx. Sig.
Investment 0.422 0.011*
Development activities 0.000 1.000
Research 0.241 0.148
Education and training 0.298 0.074**
Consulting 0.543 0.001*
Fixed asset investment 0.471 0.005*
Reimbursement of costs 0.471 0.005%*
Age 0.405 0.015*
Industry 0.000 1.000
Owners 0.723 0.000
Past financial indicators 0.278 0.095%*
Future financial indicators 0.192 0.248
Location 0.535 0.001*
Minimum support sum (EUR) 0.543 0.001*
Maximum support sum (EUR) not calculated, constant
Maximum support rate 0.302 0.070%*

* significant at 0.05 level
** significant at 0.1 level
Source: compiled by authors.

It can be seen that grants from two implementing units (both having 18 different
grants in database) are rather different in their setup. Namely, 7 variables out of 16
studied are different at 0.05 level and 10 out of 16 at 0.1 level. So around half of the
criteria viewed are significantly different. This in turn will raise an important
question, whether supported activities and restrictions are methodologically and
empirically grounded. For instance manufacturing in the sense of processing
agricultural or non-agricultural products are not so different industrial fields that
their support measures should substantially differ. The answer to given question
needs additional specific analysis, which could be conducted in future studies.

The last part of analysis indicates that measures focused either on fixed asset
investments or reimbursement of costs, are rather different in respect of restrictions
(see Table 4). Namely, five of the nine variables tested are significantly different on
at least 0.1 level. For all significantly different variables, measures focusing on fixed
asset investments have remarkably higher share of restrictions, whereas on some
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occasions measures focused on reimbursement of costs do not have restrictions at
all.

Table 4. Analysis whether restrictions are different through measures focused either
on fixed asset investments or reimbursement of costs.

Variable Cramer's V Approx. Sig.
Age 0.409 0.014*
Industry 0.086 0.607
Owners 0.197 0.238
Past financial indicators 0.315 0.059%*
Future financial indicators 0.408 0.014*
Location 0.378 0.023*
Minimum support sum (EUR) 0.171 0.306
Maximum support sum (EUR) not calculated, constant
Maximum support rate 0.426 0.011%*

* significant at 0.05 level
** significant at 0.1 level
Source: compiled by authors.

Conclusion

State grants are designed to achieve some objective of economic policy, which can
for instance be addressing some market failures or increasing specifically some
target figure (e.g. economic growth, employment, export). Current paper aimed to
study whether government grant system to support firms is shifted towards
supporting special types of firms rather than allowing a wide range of firms to get
support.

For current study all Estonian grants to firms in the program period of 2007-2013
and financed through EU funds were included in analysis, totaling at 36 different
grant measures. The analysis of grants showed that they tend to favor investment
activities, but what concerns the restrictions to applicant and application the
situation highly varies. When for some variables (e.g. industry, maximum support
sum, maximum support rate) majority of the total budget of grants is connected with
restrictions, then for others (e.g. future financial indicators, minimum support sum)
most of it is without restrictions, still the majority of viewed restrictions existing for
around half of the total budget of grants. The grant measures in two implementing
units were found to have a lot of differences in respect of activities supported and
restrictions. Also, measures focusing on fixed asset investments have remarkably
more restrictions when compared with measures focused on reimbursement of costs.
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THE DYNAMICS AND DETERMINANTS OF SOCIAL CAPITAL IN
THE EUROPEAN UNION AND NEIGHBOURING COUNTRIES'

Eve Parts’
University of Tartu

Abstract

This empirical study investigates the dynamics and the determinants of social capital
in Europe over the period 1990-2008, using empirical data from EVS.
Methodologically, factor analysis and regression analysis are implemented. The
analysis covers 20 Western-European countries, 10 new member states and 15 EU
neighbouring countries. Comparison of the levels of social capital showed that, with
few exceptions, the levels of social capital are lower in Eastern Europe as compared
to the old member states in Western Europe. Regression results of the determinants
of social capital showed that most influential factors of social capital are education
and satisfaction with democracy. It follows that investments in educational system
and improving democratization processes could increase the level of social capital as
an important factor of economic development.

Keywords: Social capital, Europe, old and new member states, neighbouring
countries

JEL Classification: A13, 052, P20, Z13
Introduction

In current times of after-crisis, all countries are looking for remedies for how to
renew the economic growth process and to cure the negative outcomes of the crisis
in terms of decreased welfare and employment levels, increased uncertainty and
pessimism, etc. Social capital is considered as one of the factors of economic
development, which increases economic efficiency at national level through
supporting cooperation and lowering transaction costs. At the level of individuals,
social capital in could provide alternative forms of resilience at difficult times,
including strengthening of social and family networks and community practices to
foster solidarity when confronted by crises. Empirically, it has been shown that
regions and countries with relatively high stocks of social capital seem to achieve
higher levels of innovation and growth, as compared to societies of low trust and
civicness (e.g. Knack and Keefer 1997, Ostrom 1999, Rose 1999, Kaasa 2009). In
broader terms it can be said that social capital is like a “glue” to hold society
together, to embrace socially active multilevel networks and practices, norms and
values which have an impact on trust and relations among individuals, and also
between individuals and the state. Conscious enhancement of social capital makes it

! This paper is written with the financial support from the FP7 project No. 266834 (SEARCH).
% Associate Professor in Economics, PhD, University of Tartu, Department of Economics and
Business Administration, Narva Road 4 — A210, Tartu 51009, Estonia, e-mail: eve.parts@ut.ee.
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possible to reduce risks in society as well as instill confidence into citizens that
expected long-term positive results of reforms in times of crisis will outweigh short-
term cuts in state budget and welfare provision. Especially trust — both institutional
trust and generalized trust — are essential factor for carrying out changes and reforms
necessary to overcome the crisis.

However, the levels of social capital tend to decrease in times of crisis. Also, there is
evidence that the levels of social capital are lower in new member states and
neighbouring countries as compared to old EU members. As such, the lack of social
capital may be an important development obstacle in less-developed regions of
Europe. Therefore, it is important to analyze the changes in the levels of social
capital during the crisis, and specific reasons behind the (expectedly) decreased
levels of social capital, which tend to lead to lower economic growth rates at
national level and hamper citizens’ resilience at the individual level.

Current study aims to compare the levels and dynamics of social capital in EU
member state, and to examine the determinants of social capital comparatively in
three country groups — old and new member states, and neighbouring countries — in
order to find out whether there are differences between country groups regarding
social capital formation. Additionally, specific reasons for lower level of social
capital in Eastern European countries with communist background would be
explored. Information obtained from this study could help to understand future
developments regarding the possible changes in the levels of social capital in NMS-s
and NC-s, and to formulate activities and policies which may lead to faster recovery
from crisis and higher prosperity in these regions.

1. Theoretical background

Social capital, in its broadest sense, refers to the internal social and cultural
coherence of society, the trust, norms and values that govern interactions among
people and the networks and institutions in which they are embedded (Parts 2009).
As an attribute of a society, social capital can be understood as a specific
characteristic of social environment that facilitates people’s cooperation. The key
idea of this argument is that communities can provide more effective and less costly
solutions to various principal-agent and collective goods problems than can markets
or government interventions (Durlauf 2004). Also, social capital helps to reduce
transaction costs related to uncertainty and lack of information. As such, it can be
said that social capital gives “soft”, non-economic solutions to economic problems.

Theoretical literature mostly agrees that social capital consists of different
components, which are more or less interrelated. The elements of social interaction
can be divided into two parts: structural aspect, which facilitates social interaction,
and cognitive aspect, which predisposes people to act in a socially beneficial way.
The structural aspect includes civic and social participation, while the cognitive
aspect contains different types of trust and civic norms, also referred to as
trustworthiness. Although there has been some inconsistency concerning the relative
importance of the cognitive and structural aspects of social capital, it could be
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assumed that these two sides of the concept work interactively and are mutually
reinforcing. For example, informal communication teaches cooperative behavior
with strangers in order to achieve shared objectives, and the importance of common
norms and related sanctions necessary to prevent opportunistic behavior. Another
important outcome of being involved in different types of networks is that personal
interaction generates relatively inexpensive and reliable information about
trustworthiness of other actors, making thus trusting behavior less risky. On the
other hand, pre-existing generalized, diffused interpersonal trust indicates the
readiness of an actor to enter into communication and cooperation with unknown
people. Based on these relationships, it could be shortly summarized that social
interaction requires communication skills and trust, which, in turn, tend to increase
through interpersonal collaboration. Therefore, various dimensions of social capital
should be taken as complements, which all are related to the same overall concept of
social capital. (Parts 2009)

In order to design policies which help to increase the levels of social capital, one
should first know which factors determine these levels. The determinants of social
capital can be divided into two groups:

e The psychological and socio-economic characteristics of individuals such as
personal income and education, family and social status, values and personal
experiences, which determine the incentive of individuals to invest in social
capital.

e Contextual or systemic factors at the level of community/nation, such as overall
level of development, quality and fairness of formal institutions, distribution of
resources and society’s polarization, and prior patterns of cooperation and trust.

Current study focuses on the individual-level determinants of social capital®, which
are empirically studied, for example, by Alesina and Ferrara (2000), Van Oorschot
and Arts (2005), Christoforou (2005), Halman and Luijkx (2006), Kaasa and Parts
(2008), and others. Although the results of these empirical studies are not always
uniform, some generalizations can be made concerning the determinants of different
types of social capital.

Firstly, income and education seem to be most influential socio-economic factors of
social capital. Empirical evidence shows that higher levels of income and education
coincide with a strong probability for group membership and interpersonal trust
from the part of individual (Knack and Keefer 1997, Denny 2003, Helliwell and
Putnam 1999, Paldam 2000, and others). However, the exact causal mechanism
behind this relationship is not clearly explained in the literature. For example, trust
could be a product of optimism (Uslaner 1995, 2003) generated by high or growing
incomes. Economic recession is expected to reduce optimism and thus also to
decrease the level of institutional trust. Similarly, education may strengthen trust and
civic norms, if learning reduces uncertainty about the behaviour of others, or if
students are taught to behave cooperatively (Offe and Fuchs 2002, Soroka et al.

® These national-level determinants of social capital remain outside the scope of the current
study, but they constitute likely part of the future research on this topic.
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2003). These processes can be self-reinforcing: if individuals know that higher
education levels make others more likely to be trusting (and perhaps also more
trustworthy), then they are in turn more likely to trust others (Helliwell and Putnam
1999). This implies that the returns to trusting behaviour are higher when the
average levels of education increase. At the more general level, it has been
suggested that both formal and informal education act as mediators of social values
and norms between human generations (Montgomery 2000). It appears that such
value transmission should not always be supportive to social capital generation —
education may foster individualistic and competitive attitudes and hence reduce the
motivation for cooperation.

As regards to a positive relationship between education, income and participation in
community and voluntary activities, there is no simple answer to the question what
makes more educated individuals to participate and volunteer more often. One
possibility is to consider volunteering as a consumption good, which increases one’s
non-material well-being and is influenced by the opportunity cost of consumption of
this good (Brown and Lankford 1992). Since higher education is associated with a
higher opportunity cost of time (equal to foregone earnings), negative effect of
education on volunteering could be expected. However, volunteering usually takes
place out of work time, so there may be little or no trade-off. Among other
explanations, there is a possibility that participation activity, education and wages
may be determined by common omitted factors. For example, some personal traits,
such as openness, activity, curiosity and responsibility, ensure higher education and
wage, and are prerequisites for active participation in community life at the same
time.

Education and income are also often related to person’s employment status.
Oorschot et al. (2006) have shown that the negative effect of unemployment holds
for a wide range of social capital components, whereas the effect is stronger in case
of indicators of formal participation and weaker on general trust.

Besides income and education, several other social and demographic determinants
like age, gender, marital status, number of children, and others seem to be important
in determining social capital. However, these factors are less studied than
aforementioned and also the empirical results and their explanations are varying
(see, for example, Christoforou 2005, Fidrmuc and Gérxhani 2005, Halman and
Luijkx 2006). Shortly summarizing, most models show positive impact of age on
trust and formal networks, although there is also great support for non-linear
relationship. Concerning gender, men tend to have significantly higher participation
levels in formal networks. Women, instead, have more family-based social capital,
they are more trustworthy and accept more likely social norms. At the same time,
trust — especially institutional trust — has not been found to be much influenced by
gender. Further, usually it is expected that married couples have less social capital
than on average, as family life takes time and decreases the need for outside social
relations (Bolin et al. 2003). Theoretically, having children could be expected to
have a similar effect as marriage, but empirical evidence is not so clear.
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Some studies have also tested the impact of town size on the components of social
capital. The results illustrate the effect of physical distance and possible anonymity
on the pattern of socializing: on the one hand, living in a small or medium-sized
town tend to decrease both formal and informal participation (Fidrmuc and Gérxhani
2005), while Alesina and Ferrara (2000) show to the contrary that people have less
informal social contacts in larger settlements.

Finally, religiosity might influence social capital, mostly increasing informal
networks, social norms and institutional trust but lowering general trust (which is
replaced with trust in god). However, belonging into different religious
denominations could give different results — it is believed that trust is lower in
countries with dominant hierarchical religions like Catholic, Orthodox Christian or
Muslim (Putnam et al 1993, La Porta et al 1997), while Protestantism associates
with higher trust (Inglehart 1990, Fukuyama 1995) and norms (van Oorschot et al
2006). Similarly to religious doctrines, communist rule can be considered as an
example of the effect of ideology. In general, an ideology can create social capital
by forcing its followers to act in the interests of something or someone other than
himself (Knack and Keefer 1997, Whiteley 1999).

Summing up, empirical analysis in the second part of the paper would be rather
explorative, as there is not much uniform evidence concerning the effect of several
social capital determinants, especially when distinguishing between country groups
with different economic and historical backgrounds.*

Next, the specific features of social capital in post-communist countries are
investigated. More specifically, following literature overview® focuses on the
possible reasons why the levels, sources and also outcomes of social capital might
be different in Central and Eastern European (CEE) post-communist countries, as
compared to other European societies with longer tradition of market economy and
democracy. Generally, it has been suggested that the main reason of the low levels
of social capital in CEE countries is related to the legacy of communist past, post-
communist transformation processes and backwardness in social development. More
specifically, following aspects could be highlighted:

o Firstly, transition produces uncertainty which tends to decrease a sense of
optimism about the future, as people do not feel that they have control over
their own destinies — this, in turn, leads to lower generalized trust (Uslaner
2003).

e Secondly, post-communist transition resulted in a rapid destruction of dominant
values (like ideological monism, egalitarianism, and collective property) and
habits, the process which stimulates development of cynism and opportunism

* It should be noted that most previous analyses have paid no attention to the possible
differences in social capital determinants in different countries. There are only few exceptions
(i.e. Fidrmuc and Gérxhani 2005, Kaasa and Parts 2008, Parts 2009), but no solid conclusions
can be drawn on the basis of so few studies.

> More detailed insight into studies about social capital in CEE countries can be found in
Badescu and Uslaner (2003).
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and thus creates negative social capital. (Stulhofer 2000) Another result of the
value changes is that transformation societies are becoming more
individualized: traditional family life is breaking down and individuals become
more isolated in society.

e Thirdly, transition economies are usually characterized by high levels of
poverty and unemployment, competition at the workplace, and strong primary
concern for the family, which do not create a good environment for mutual trust
among people, for rebuilding social ties and networks of cooperation
(Bartkowski 2003).

e Fourth, social capital and cohesion are negatively affected by unequal income
distribution, which resulted from destruction of the old state-sector middle
class, before a new middle class could be established. Uslaner (2003: 86)
suggests that links between the increase of economic inequality and the low
levels of generalized trust may be different in the transitional countries
compared to the West, because in former the past equality was not the result of
normal social interactions and market forces, but rather enforced by the state.

Another set of explanations of the low trust and participation levels is directly
related to the communist past of these countries. Perhaps most fundamental is that
communism taught people not to trust strangers — the encompassing political control
over daily life presented people with the acute problem of whom to trust and how to
decide whether intensions of others were honest. Flap and Volker (2003) explain
how people created niches in their personal networks consisting of strong ties to
trustworthy others, which allowed an uncensored exchange of political opinions and
which provided social approval. At the same time, weak provision networks existed,
but these were based solely on economic shortage in command economy and did not
evolve a basis for mutual trust. (Ibid) Rose et al (1997) explain the low trust levels
as a result of an “hour-glass society” in which the population was divided into two
groups — ordinary people and privileged “nomenclature” — both having strong
internal ties at the level of family and close friends within the group but little
interaction with other group. Therefore the social circles in transition economies
would seem to be smaller and more closed than in market economies, where the
positive association between social networks and generalised trust is higher (Raiser
et al 2001). Similar explanations hold for low levels of organisational membership
(see Howard 2003, Gibson 2003).

Explanations of the low level of institutional trust are also complicated. In transition
economies, where institutional and political frameworks are only being constructed
and changes in the political situation affects quite strongly the trust in institutions,
the trust may vary significantly without showing a clear patterns of relationships to
the quality of institutional settings and economic performance (Mateju 2002).
Although most of the European post-communist states have democratic constitutions
and institutions, the Western model of democracy which posits a trusting and active
citizenry is not well established in these countries (Badescu and Uslaner 2003). As
an example, although a high percentage of people vote in national elections in the
transition countries, most voters distrust the politicians and parties for whom they
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have voted. This suggests that the culture of the new political elite is often not
supportive of building bridges between society and its political institutions.

Interestingly, Uslaner (2003) points out that what separate transition and non-
transition societies is largely the people’s interpretation of their prior experiences
under communism, not psychology. The regimes are very different and this clearly
affects both trust and civic engagement, but the differences in regimes work through
the same underlying motivations for trusting others and taking part in civic groups.
As such, although the trend of low trust and nonparticipation throughout post-
communist Europe is unlikely to change rapidly, three are still possible mechanisms
for improvement (Howard (2002, pp. 166-167):

1) Generational change — young post-communist citizens are less influenced by
the experience of life in a communist system. However, this result is not
certain, as socialization comes not only from the current institutional setting,
but also from one’s parents, teachers, and peers who still have strong personal
experience of the communist past.

2) More active and supportive role on the part of the state, with notion that this
support should be selective, as not all kind of organizations are beneficial for
democracy and overall wellbeing.

3) Improving economic conditions — raising the actual standards of living of most
ordinary people, so that they might have the economic means to be able to
devote some time and energy to voluntary organizations, and possibly to
contribute a donation or membership fee.

Based on the above, it can be suggested that policies aiming to shape individual
experiences so as to increase trust and civic engagement are possible in post-
communist societies. Even if the preciousness of social capital in respect of
achieving alternative development objectives is the subject of further investigation,
completion of transformation processes and improvements in social development are
expected to favour also increase in the levels of social capital in NMS and several
less developed neighbouring countries.

2. Data and methodology

Empirical part of the current study covers both European Union member states and
as many neighbouring countries as possible. As one of the aims of this study was to
highlight the particular features of social capital in post-communist countries, total
sample was divided into three groups of countries: (i) Western European countries
(WE)® including 15 “old” EU members plus 5 other countries from the region, (ii)
new member states (NMS)’ including 10 post-communist countries from Central

° Austria, Belgium, Cyprus, Denmark, Finland, France, Germany, Greece, Iceland, Ireland,
Italy, Luxembourg, Malta, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, Great
Britain

" Bulgaria, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovak
Republic, Slovenia
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and Eastern Europe (CEE) plus Cyprus and Malta, and (iii) 15 neighbouring
countries (NC)®, mostly from CIS and Balkan.

The data about social capital were drawn from the European Values Study (EVS,
2010). For the analysis of the determinants of social capital, the data from the latest
wave were used: for most countries the indicators pertain to the year 2008, except
for Belgium, Finland, the United Kingdom, Iceland, Italy, Sweden, and Turkey
(2009). In order to analyse the dynamics of social capital over time, the latest data
were compared to those of year 1990. As many European countries outside EU were
not included in the earlier rounds of EVS survey, the analysis of the changes in
social capital levels covers less countries — 14 from WE and 10 NMS.

As social capital is a multifaceted concept, it can be best described by different
dimensions instead of one overall index. Based on the theoretical considerations and
also the availability of certain social capital data for as many European countries as
possible, it was reasonable to distinguish between four components of social capital
— general trust, institutional trust, social norms and formal networks. Altogether, 12
initial indicators were extracted from EVS survey. In order to ensure the correct
interpretation of the results, the scales were chosen so that larger values reflect a
larger stock of social capital. Then, latent variables of social capital were
constructed using confirmatory factor analysis. The results of the factor analysis are
presented in Appendix 1. The percentages of total variance explained by the factors
range from 52.76% to 81.43% and Kaiser-Meyer-Olkin (KMO) measures indicate
the appropriateness of the factor models (values of the KMO measure larger than 0.5
are usually considered as acceptable). The country mean factor scores of social
capital can be found in Appendix 2.

Next, country mean factor scores were calculated and the levels of social capital in
1990 and 2008 were compared. Finally, regression analysis was conducted in order
to investigate and compare the determinants of social capital in all three country
groups.

Concerning the determinants of social capital, this study covers only individual-level
determinants of social capital, which are divided into two broader categories: 1)
socio-demographic factors like gender, age, income, education, employment and
marital status, number of children and town size; and 2) cultural and psychological
factors including individualism, satisfaction with democracy and religiosity. All
these indicators are also taken from the latest wave of EVS. Exact descriptions of
these indicators together with measurement details can be found in Appendix 3.

3. Empirical results and discussion

Based on the individual-level factors of social capital components, country mean
factor scores were calculated and saved as variables for further analysis (see

§ Albania, Azerbaijan, Armenia, Bosnia-Herzegovina, Belarus, Croatia, Georgia, Moldova,
Montenegro, Russian Federation, Serbia, Turkey, Ukraine, Macedonia, Kosovo
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Appendix 2). Comparison of the levels of social capital showed that in case of all
social capital components, the levels were lower in NMS as compared to WE.
However, in less developed NC-s institutional trust and social norms appeared to be
stronger than in NMS, but lower than in WE (see Table 1).

Table 1. Mean factor scores by country groups

Country Year General Institutional Formal Social
group trust trust networks norms
WE 1990 0.247 0.068 0.094 0.016

2008 0.261 0.157 0.199 0.098
NMS 1990 -0.178 -0.090 -0.066 -0.003

2008 -0.244 -0.252 -0.194 -0.130
NC 2008 -0.212%* 0.055 -0.209 0.036

Source: author’s calculations. * Without Belarus and Azerbaijan which have
exceptionally high levels of general trust, the average of NC-s is -0.285.

The results support previous findings that in post-communist countries institutional
trust may not be related to the institutional quality which is expectedly higher in
NMS than in NC. It can be suggested that in NMS-s citizens are more demanding
for institutions and democratization because of more explicit comparisons with WE
countries, and thus stand more critically to the decisions of institutions.

Next, the levels of social capital in 1990 and 2008 were compared. Based on the
availability of the data, this analysis covered 14 Western-European countries and 10
new member states. In general, the average level of social capital has creased in
NMS and increased in WE during the period 1990-2008. However, the experiences
of individual countries were rather diverse concerning the changes in different
components of social capital, so no strong generalisations can be made on the basis
of country groups. Unfortunately there were no data of social capital changes for
NC-s, but based on recent historical experience of NMS-s, there is a possibility that
institutional trust and acceptance of social norms would decrease in neighbouring
countries when overall economic situation improves, as it has happened in new
member states. In this situation, it is highly important to ensure the effectiveness and
fairness of formal institutions when implementing economic and political reforms,
in order to withstand possible decrease in institutional trust.

At the final stage of empirical analysis, regression analysis was conducted in order
to investigate the determinants of social capital. The results from pooled sample are
presented in Table 2. It appeared that most influential factors of social capital are
education and satisfaction with democracy. Therefore, investments in educational
system and improving democratisation processes could increase the level of social
capital. Social capital also associates positively with age, income, and having
children, while there was negative relationship between social capital, town size and
individualism.
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As can be seen, some of the factors analysed could not be easily affected by policies,
while encouraging overall economic and social development would give contrary
results: growing incomes and population ageing tend to increase social capital, while
spreading individualism might decrease social capital.

Table 2. The results of the regression analysis (standardized regression coefficients,
pooled sample)

Independent Dependent variable
variables General Institutional Formal Social
trust trust networks norms
gender 0.04#%* 0.01 -0.02%* 0.05%%*
age 0.08***